Improvement of the DOI Technique for De-Interlacing
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ABSTRACT

This paper presents an improved method for the direction-oriented interpolation (DOI) method. The technique of DOI is considered to be a very strong tool for intraframe-based deinterlacing in the literature. However, the DOI still have a problem to use wrong edge direction. To remedy this problem, we embed three steps in the DOI method to interpolate missing lines more efficiently and robustly than existing methods. In the proposed method, the spatial direction vector (SDV) data are reused and processed to prevent them utilizing in next interpolation step, resulting in the more accurate de-interlacing method. We carry out experiments to compare the proposed method with the existing methods including the edge-based line averaging (ELA) and DOI. Experimental results show that the proposed method gives better performance in objective and subjective quality than the existing de-interlacing methods.
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1. Introduction

In order to reduce bandwidth for broadcasting, television system decides to adopt interlaced video signal. The interlaced video signal means delete odd lines in one frame and delete even lines in the next frame alternatively. We call frame without odd lines or even lines as field. It means capacitor of interlaced signal will become half of the original signal. Moreover the technique of CRT can display interlaced signal directly in alternative scanning lines. It will not exhibit flicker obviously. However, flat display can’t show interlaced signal instantly. Interlaced signal must be recovered the original progressive signal before displayed. Therefore the technique of recovery is called de-interlacing.

De-interlacing methods have been proposed ever since the introduction of interlacing. With the advancement of technology, progressive displays have become feasible and that the importance of de-interlacing has increased. The methods have been suggested vary greatly in complexity and performance, but they can be segmented into two categories: intraframe and interframe. Intraframe methods only use the current field for reconstruction, while interframe methods make use of the previous or subsequent frames as well. Note that, all the methods attempt to reconstruct the missing scan lines without the knowledge of the original progressive source.

One well-known special domain interpolation method is the edge-based line-averaging (ELA) algorithm [10]. The algorithm utilizes directional correlation to interpolate a missing line between two adjacent lines of the even or odd filed. The ELA method provides a good result in regions where the edge can be estimated correctly. Introducing several methods in this paper is based on ELA.

In this paper, we proposed improved DOI method that added 3 steps. Expand the edge because after that the edge will be stronger and clearer. The method used SDV. Then, added the direction that can’t be found and removed the noise produced after interpolation. In the section 2, will explained ELA and Directional Oriented Interpolation (DOI). In the section 3, we will explain our proposed method and next section we will explain the comparison our propose method with the previous method. In the last section, we will explain the conclusion.

2. Conventional De-interlacing Methods

2.1 Edge-based Line Averaging

The ELA method which utilizes directional correlations among the neighboring pixels
interpolates the missing pixels linearly. A 3x3 window is used as shown in Fig.1.

![3x3 window for ELA method](image)

According to Fig.1, the ELA method can be described in the equation (1), (2) and (3). The $C(k)$ denotes a directional correlation measurement,

$$C(k) = |U(i+k) - L(i-k)|, \ k = -n,...,-1,0,1,...,n$$

(1)

The $C(k)$ is then used to determine the direction of the highest spatial correlation. The edge direction $\theta$ is determined as:

$$\theta = \arg \min \{C(k)\}, -n \leq k \leq n$$

(2)

The current pixel $x(i)$ is then interpolated by:

$$x(i) = \frac{U(i+\theta) + L(i-\theta)}{2}$$

(3)

The ELA method provides good performance in the most cases, however, due to misleading edge directions, interpolation errors often become larger in the areas of high frequency components. These unwanted artifacts significantly deteriorate visual quality.

### 2.2 Directional Oriented Interpolation

The DOI method interpolated the missing pixels using spatial direction vectors (SDVs) [13]. A spatial direction vector (SDV) is introduced so that finer resolution and higher accuracy of the edge-direction can be obtained. In figure 2, the center block of size 3-by-2 slides on the two upper reference lines or on the two lower reference lines for block-matching purpose.

![Illustration of the DOI](image)

The USDV and the LSDV are determined as:

$$S_u(k) = \frac{1}{n} \sum_{j=1}^{n} [U_x(i+j) - U_x(i+j+k)] \ \text{and} \ \frac{1}{n} \sum_{j=1}^{n} [L_x(i+j) - L_x(i+j+k)] \ \text{for} \ (4)$$

$$S_l(k) = \frac{1}{n} \sum_{j=1}^{n} [L_x(i+j) - L_x(i+j+k)] \ \text{and} \ \frac{1}{n} \sum_{j=1}^{n} [U_x(i+j) - U_x(i+j+k)] \ \text{for} \ (5)$$

Using (4) and (5), the horizontal components of the USDV and the LSDV are obtained from:

$$sdv_u = \arg \min \{S_u(k)\}, -R \leq k \leq R$$

(6)

$$sdv_l = \arg \min \{S_l(k)\}, -R \leq k \leq R$$

(7)

The current pixel $x(i)$ is then interpolated by:

$$X(i) = \frac{U_u(i+i_u) + L_u(i+i_u)}{2}$$

(8)

$$i_u = sdv_u / 2, \ i + i_u$$

(9)

$$i_l = sdv_l / 2, \ i + i_l$$

If the two index of the reference pixel $i_u$ and $i_l$ are not integer, the reference pixel can be obtained using interpolation in the horizontal direction. Detailed explain this method, give the current line and 4 reference lines, the magnitude of the difference between $U_u(i)$ and $L_u(i)$ is compared with a threshold $T$. If the magnitude of the summation of the two SDVs is larger than one, $X(i)$ is interpolated using linear interpolation in the vertical direction. Otherwise, the reference pixels are founds and $X(i)$ is interpolated using (12).

This de-interlacing method gives better performance in objective and subjective quality than ELA, Line Doubling, Line Averaging, A-ELA and E-ELA. However, even though DOI is more robust than the above methods, but DOI may produce annoying artifacts in periodic structures.

### 3. Proposed method

In this paper, we propose an improved approach to intra-frame de-interlacing which is based on direction-oriented interpolation (DOI) method as figure 3. We proposed method find the SDV, and then extend the SDV boundary within edge. Next, fill up the SDVs space in edge. Finally, we delete the wrong direction.

### 3.1 Calculate the intensity value

This step is previous step, we need the intensity value of edge in order to interpolate edge of correct direction. Intensity value of edge can estimate whether the direction edge is correct or not. Intensity value of edge is shown in the following:

![Calculate the intensity value](image)
If the blank points are edges, current pixel calculates the intensity edge of value which is using SDV. And if the difference of USDV and LSDV is small, the edge has high possibility. So, intensity value of edge is large. Otherwise, if the difference is large, and the intensity value of edge is small. The equation of intensity edge of value is in the following:

\[ \text{Case 1}: |U_{i}[i] - L_{a}[i]| \geq T \]
\[ \text{Case 1.1}: |P_{USDV}[i] + P_{LSDV}[i]| \leq 1 \]
\[ \rightarrow \text{robust edge direction} \]
\[ \text{Case 1.2}: |P_{USDV}[i] + P_{LSDV}[i]| > 1 \]
\[ \rightarrow \text{weak edge direction} \]
\[ \text{Case 2}: |U_{i}[i] - L_{a}[i]| < T \]
\[ \rightarrow \text{nondirection} \]

### 3.2 Extension of edge area

The first step is how to extend the edge area which used SDV. Extension of edge area is showing in the figure:

![Figure 4 Extension of edge area](image)

If black points are edges, we should compare SDVs of left and right pixels. The SDV in comparison, if there is no difference and similar, the SDV value is inserted at side pixel. The extension of edge area is determined as:

**CASE 1:**
- \( D[i+1] = 2 \) and \( D[i+2] = 2 \) or 
- \( D[i-1] = 2 \) and \( D[i-2] = 2 \)

**CASE 1.1:**
- \( P_{USDV}[i+1] - P_{LSDV}[i+2] = 0 \) and 
- \( P_{USDV}[i+1] + P_{LSDV}[i+2] = 0 \)
  \[ \rightarrow \text{extend the left SDVs} \]

**CASE 1.2:**
- \( P_{USDV}[i-1] - P_{LSDV}[i-2] = 0 \) and 
- \( P_{USDV}[i-1] + P_{LSDV}[i-2] = 0 \)
  \[ \rightarrow \text{extend the right SDVs} \]

**CASE 2:**
- \( D[i-1] < 2 \) and \( D[i+2] < 2 \)
  \[ \rightarrow \text{maintain the SDVs} \]

Through this step, the edge is robust and sharp.

### 3.3 Elimination of edge hole area

The result of previous step, we can get higher quality image than using the general SDV method. But it still can’t find SDV. In this step, we can find the direction and add the direction of the edge using the near SDV, and we also can find direction using USDV, LSDV.

![Figure 5 Elimination of edge hole area](image)

For elimination of edge hole area, we use the neighborhood pixel of hole area. If intensity values of side pixels are large and SDVs(LSDV, USDV) of side pixels are similar, we can consider that the neighborhood pixels are in the same direction. So SDV of hole area pixel inserts SDV of next pixel, and then we can eliminate the edge hole area. The equation of elimination of edge hole area is as following:

**CASE 1:**
- \( D[i+1] = 2 \) and \( D[i+2] = 2 \) or 
- \( D[i-1] = 2 \) and \( D[i-2] = 2 \)

**CASE 1.1:**
- \( P_{USDV}[i-1] - P_{LSDV}[i-2] = 0 \) and 
- \( P_{USDV}[i+1] + P_{LSDV}[i+2] = 0 \)

\[ \rightarrow \text{fill up the SDVs} \]

**CASE 2:**
- \( D[i-1] < 2 \) and \( D[i-2] < 2 \)
  \[ \rightarrow \text{maintain the SDVs} \]

### 3.3 Correction of misdirection

The image of the last step which we calculated usually is wrong. Because it has the hopeless image, so in this step, we can get the improved quality of image when the information of SDV is wrong. How to remove the wrong SDV, the method is following:

![Figure 6 Correction of misdirection](image)

To correct misdirection, we use the neighborhood pixels. If intensity value of neighborhood pixels is lowly and SDV of neighborhood pixels are similar.
So we consider that current pixel is the misdirection. We need modify SDV of current pixel. The correction of misdirection is shown in following equation 13:

\[
\begin{align*}
\text{CASE 1:} & \quad D[i+1] \leq 1 \text{ and } D[i-1] \leq 1 \\
\text{CASE 1.1:} & \quad |P_{SDV}[i-1] - P_{SDV}[i-2]| \leq 1 \text{ and } \\
& \quad |P_{SDV}[i-1] + P_{LSDV}[i-1]| \leq 1 \text{ and } \\
& \quad |P_{SDV}[i+1] - P_{SDV}[i+2]| \leq 1 \text{ and } \\
& \quad |P_{LSDV}[i+1] + P_{LSDV}[i+1]| \leq 1 \\
\rightarrow & \quad \text{delete the wrong direction SDVs}
\end{align*}
\]

\[
\begin{align*}
\text{CASE 2:} & \quad D[i+1] > 1 \text{ and } D[i-1] > 1 \\
\rightarrow & \quad \text{maintain the SDVs}
\end{align*}
\]

Through these steps, we can use the correction of misdirection to decrease the noise of image and improve the quality of image.

Here we set the threshold t to 10, and we set the search rage R to 16 as DOI.

Table 1 shows the performance of these methods for various images. We compare the proposed method with ELA, Block-Based Directional, Edge Interpolation (BDEI), Edge-Based Median Filtering (EMF), Anti-aliasing Interpolation filter (AAIF), Modified ELA (MELA) and Directional Oriented Interpolation (DOI). Compare to proposed method with other method, the propose method most performance is good. PSNR results show a higher value of 0.03dB to 0.47dB. Subjectively, the quality of result image is similar to the DOI, and the result images are good as shown figure 8 and figure 9.

5. Conclusion

In this paper, we proposed an improved directional oriented interpolation algorithm. We proposed method is based on DOI. We apply the three steps in DOI algorithm. We obtain the more sharp result image using extend SDVs step. And proposed method improves image quality for the SDV of wrong direction modified. Using the SDV method, the edge’s boundary will be expanded. So, we can get the clearer image. And also we get the high quality image because of reducing noise when modify the wrong direction. The result of our experiment showed objectivity using PSNR. The value is almost same with the other methods and even better in some cases. Experimental results show that the proposed method gives better performance in objective and subjective quality than the existing de-interlacing methods.
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Table 1 PSNR result of different intraframe de-interlacing methods for various images

<table>
<thead>
<tr>
<th>Image</th>
<th>LA</th>
<th>ELA</th>
<th>MELA</th>
<th>BDEI</th>
<th>EMF</th>
<th>AAIF</th>
<th>DOI</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena (512×512)</td>
<td>36.82</td>
<td>35.99</td>
<td>36.07</td>
<td>37.09</td>
<td>36.81</td>
<td>38.05</td>
<td>37.32</td>
<td>37.35</td>
</tr>
<tr>
<td>Airplane (512×512)</td>
<td>31.82</td>
<td>31.12</td>
<td>30.41</td>
<td>31.59</td>
<td>31.55</td>
<td>32.22</td>
<td>31.69</td>
<td>31.72</td>
</tr>
<tr>
<td>Baboon (512×512)</td>
<td>23.50</td>
<td>22.97</td>
<td>23.00</td>
<td>23.49</td>
<td>23.71</td>
<td>23.07</td>
<td>23.43</td>
<td>23.47</td>
</tr>
<tr>
<td>Bike (400×500)</td>
<td>24.40</td>
<td>23.60</td>
<td>22.92</td>
<td>24.26</td>
<td>24.51</td>
<td>24.19</td>
<td>25.36</td>
<td>25.59</td>
</tr>
<tr>
<td>Gold (720×576)</td>
<td>33.30</td>
<td>32.73</td>
<td>32.94</td>
<td>33.44</td>
<td>33.57</td>
<td>33.73</td>
<td>33.73</td>
<td>33.80</td>
</tr>
<tr>
<td>Hotel (720×576)</td>
<td>32.88</td>
<td>32.15</td>
<td>31.75</td>
<td>32.42</td>
<td>32.37</td>
<td>33.39</td>
<td>32.94</td>
<td>33.07</td>
</tr>
<tr>
<td>Target (512×512)</td>
<td>17.13</td>
<td>18.98</td>
<td>17.35</td>
<td>16.46</td>
<td>17.16</td>
<td>16.54</td>
<td>18.60</td>
<td>18.75</td>
</tr>
<tr>
<td>Table Tennis (352×240)</td>
<td>26.83</td>
<td>27.05</td>
<td>27.27</td>
<td>26.90</td>
<td>26.98</td>
<td>25.19</td>
<td>29.53</td>
<td>30.10</td>
</tr>
<tr>
<td>Light House (512×768)</td>
<td>30.27</td>
<td>29.38</td>
<td>30.30</td>
<td>29.87</td>
<td>29.69</td>
<td>24.01</td>
<td>30.40</td>
<td>30.86</td>
</tr>
<tr>
<td>House (256×256)</td>
<td>31.83</td>
<td>31.88</td>
<td>31.79</td>
<td>31.73</td>
<td>31.68</td>
<td>22.59</td>
<td>32.55</td>
<td>32.62</td>
</tr>
<tr>
<td>Couple (512×512)</td>
<td>27.93</td>
<td>27.43</td>
<td>27.42</td>
<td>27.75</td>
<td>27.88</td>
<td>22.28</td>
<td>27.91</td>
<td>27.94</td>
</tr>
<tr>
<td>Average</td>
<td>28.79</td>
<td>28.48</td>
<td>28.29</td>
<td>28.64</td>
<td>28.72</td>
<td>26.84</td>
<td>29.41</td>
<td>29.57</td>
</tr>
</tbody>
</table>
Figure 8 (a) Result of Table Tennis image, (b)-(h) Interpolated: (b) line-doubling (c) line-averaging (d) ELA (e) AAIF (f) MELA-2 (g) DOI (h) proposed method
Figure 9 (a) Zoomed results of Bike image, (b)-(h) Interpolated: (b) line-doubling (c) line-averaging (d) ELA (e) AAIF (f) MELA-2 (g) DOI (h) proposed method
Figure 8 (a) Result of Light house image, (b)-(h) Interpolated: (b) line-doubling (c) line-averaging (d) ELA (e) AAIF (f) MELA-2 (g) DOI (h) proposed method