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ABSTRACT

Generating pictures of a complex scene in real-time with constant frame rates still overwhelms
modern rendering systems. The exploitation of frame to frame coherence proposes a solution to
this problem by reusing the images of rendered objects multiple times. Combining this with a
cost-metric and a LOD-system delivers a uniform frame rate system with less additional effort.
The fundament of reusing images is a validity calculation, deciding in how far the original
and the image might differ. The application is restricted to fixed objects respectively fixed
spaces. This paper presents extensions for existing validity calculation to handle moving objects,
which e.g. are now standard in the virtual reality description language VRML 2.0. The ad-
ditional deviation resulting from object movement is estimated together with viewpoint movement.

CR Categories and Subject Descriptors: I.3[Computer Graphics]: 1.3.3[Picture/Image
Generation] tmage based rendering, 1.3.5[Computational Geometry and Object Modelling] frame
coherence, animated objects, 1.3.7[Three-Dimensional Graphics and Realism] virtual reality, LOD

management

1 INTRODUCTION

The realism delivered by a virtual reality system
is tightly coupled to the scene complexity used.
A fine tessellation and appropriate texture resolu-
tion of close objects can produce astonishing re-
sults. But a high level of detail for all objects
within a scene reduces the possible refresh rate
of the employed algorithm and hardware. This
is contradictory to virtual reality. Also sophisti-
cated graphic systems! can’t display a 20M poly-
gon scene in real-time by brute force algorithms.
Several conceptual different optimization possibil-
ities exist. They all profit from the temporal and
spatial coherence in VR systems. Visibility culling
[Green93] or explicit LOD-management [Funkh93]
are interesting methods, but not subject to this
paper.

The use of frame to frame coherence for objects or
spatial parts of a scene proposes a way to reduce
the calculation effort. Based on the fact, that the
appearance of a distant object isn’t much affected

le.g. SGI Reality Monster, 80M Polygons/sec
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by a slight change of the viewpoint, they introduce
the use of images, realized by a textured quadrilat-
eral, instead of redrawing the geometric primitives
every frame. The texture is generated by render-
ing the object once. The quadrilateral fixes the
image position.

In general two basic methods exist: 1) Pic-
tures for distinct objects [Schau96a]. This method
bases on a scene definition by objects. A cost-
benefit calculation decides, if or not to generate
and use an image for an object. It is easy to
implement and guarantees a high benefit for dis-
tant complex objects. But it is not applicable to
unstructured scenes and does not support spa-
tial hierarchies. 2) Pictures for spatial areas
[Shade96],[Schau96b]. The application is also con-
trolled by a cost-benefit calculation. There is no
clustering of polygons by objects needed. Through
the support of hierarchical spatial structures like a
BSP-tree, its a good method to handle large static
scenes, e.g. landscapes with wood areas.



Common to both methods is the use of a validity
calculation, which is necessary to determine, if the
existing image can be reused after changing the
current viewpoint. They calculate the possible dif-
ference in terms of an error angle between actual
rendered geometry and the image. The viewpoint
translation and rotation are the parameters of the
validity calculation. Qur paper presents an ex-
tension of this calculation for moving objects: the
translation and rotation of objects and viewpoint
is included. This extension to dynamic scenes has
been tested by concrete examples.

2 PREVIOUS WORK

With Priority Rendering [Regan94] the first con-
cept of reusing calculated geometry projection
several times, instead of calculating the projec-
tion every frame, emerged. This method is based
on several frame buffers, containing the geomet-
ric projections. Each frame buffer has a different
update rate. The assignment of objects to the
appropriate frame buffer is calculated by a pre-
dictive validity calculation.

In image based rendering systems the problem is
similar. The used error calculation decides, either
to use an existing image or to generate a new im-
age by rendering geometric data new. Fig. 1 shows
the problem situation.

pro_}e&ted

VF(0) resolution

Figure 1: VF(0,VP,TV;es)

V P marks the current viewpoint, T'V is the screen
area with the resolution T'V,..,, o is the object to
display and V F (o) is the image of object o. Vir-
tual Frame VF is a synonym to image or imposter
[Schau96a]. The calculation of V F(0o) must be
done with a resolution equal or higher then T'V,.,.
The quadrilateral position of V F(0) is perpendic-
ular to V P, the distance to V P can vary between
minimal and maximal object distance. The are
two different kinds of validity calculation to esti-
mate deviations:

The Common Validity Calculation estimates the
maximal angle between the existing image and
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the rendered geometry, caused by the movement
of VP to VP'. If the scene consists of distinct
objects, each object is surrounded by a bounding
box. In spatial structured scenes the subspace
limits serve this purpose. Note that the quadri-
lateral used in Fig. 2 keeps its position. Schaufler
[Schau96a] proposes a rotation of V F (o), to keep
it perpendicular to VP’. Similar to the previ-
ous calculation are calculations, which split the
viewpoints move into a translation relative to an
object and moving towards an object.

For each bboz-edge an error-angle is computed.
The resulting maximal error angle is compared to
a user defined error limit, which can be obtained
from the screen resolution 7'V,., and the current

_ field of view FOV. This validity calculations are

common usable, because beside V P, VP’, bboz(0)
and V F(o0) no further parameters are necessary.

VP’ VF(0)

ot

VP < i
) _~"bbox(o)

Figure 2: bboz(o) edge a and its error angle €

The maximal € over all bboz-edges is compared to
the error limit. The ca,l_gulation of ¢ is done as
follows. Let A=V P'a, B=V Pla.

AxB

e(VP',a,d) = cos™ ! (——z
Al - 1Bl

) (1)

The Predictive Validity Calculation estimates the
maximal number of frames within an image can
be used without the error angle exceeding a given
threshold. The calculation defines a safety zone
around V P, which satisfies the error constraints.
In order to convert the safety zone into a frame
number, the viewpoint translation per frame must
be limited by Iaoyvp. But this is usually granted
in virtual reality systems.

The minimal diameter d of all bboz-edges is taken,
to calculate the number of valid frames. An ad-
vantage of this calculation is, that the prediction
supports an easy way to estimate the validity pe-
riod of super-volumes by the validity period of its
contained sub-volumes. So this calculation is well
suited for spatial hierarchical structures.
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Figure 3: safety zone SZ around V P, defined by
a bbox-edge a, its projection @ and the
error-limit e
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3 AN ERROR CALCULATION FOR
MOVING OBJECTS

First, let us consider, how movement in dynamic
scenes is defined. Usually there is a transforma-
tion matrix TM € R**%, which is applied to the
current object coordinates. TM can execute a
rotation and translation by a matrix-vector mul-
tiplication. An object o is build up by several
primitives (polygons). Each polygon edge is trans-
formed by TM. The application of a transfor-
mation TM to an object o can also be expressed
by applying a vector addition (translation) for all
polygon edges.

Polygon p={p1,...,pa}, Pi €R*
p=TM -p with p}; =TM -p;
pi = pi + Ap;

Note that the Ap; usually are different to each
other. The same transformation can cause dif-

ferent translations to the p;. Therefore it is use- .

ful, to estimate the effects of the transformation
pointwise also. At this level we extent existing
calculations:

We will show that calculations can handle dy-
namic objects. It is not subject of this paper,
to investigate how a transformation can be inte-
grated into existing scene descriptions. In scenes
defined by objects, it is straightforward to apply
a transformation to the complete object. Motion
within an object, e.g. turning wheels of a car,
can only be handled by introducing the wheels
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as additional objects. Transformation within spa-
tial hierarchical structured scenes is more com-
plicated. Transformations are applied to objects.
The subspace of a spatial hierarchical structure
might contain several objects with different trans-
formations. This denies the exploitation of hierar-
chy. The recreation of the spatial structure is also
expensive, and cannot be done every frame for
greater n. Therefore an hybrid spatial structure,
handling static and dynamic parts, will be needed.

Eztension of the common validity calculation As
a first step we calculate the error angle between
the transformed bbox-edges and their former pro-
jections. The image keeps its position.
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Figure 4: bboz(0)’ edge o’ and its error angle ¢

This version suffers from several disadvantages.
a) if VP and p are transformed to similar direc-
tion and distance, the existing image V F'(0) could
be reused very often. b} Shade et al. keep the
image position fixed, to compensate slight changes
in the perspective projection.

We propose to apply the objects transformation
also to the quadrilateral containing the image. By
this way we can exploit two effects: Motion par-
allax caused by object transformation and object
rotation around the axis between V P and the ob-
Ject.

vp

VF(o) .

\\:; Bbox(0)
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Figure 5: bbox(o)’' edge o', the transformed
projection point @' and its error angle €

The calculation of € is done as in Eq. 1, substitut-
ing A=VPla', B=VPua.

Eztension of the predictive validity calcula-
tion Prediction is a more complex problem. Es-
pecially if you want to exploit uniform translation



of viewpoint and object. The predictive validity
calculation needs a limited viewpoint translation
per frame (Iavp). Now we need in addition a
limitation of the object movement. We assume,
that the transformation 7'M (o) applied to object
o doesn’t change during the next frames. The
safety zone SZ(V P) is calculated without change
to the static situation by Eq. 4.

In order to integrate objects movement, we keep
a and d fixed. Instead we apply the translation
AVP to VP first, then the inverse translation
TM~1(0) of object o. The resulting translation
from V P to relV P’ is extrapolated. So it indicates
how many frames the image is valid. An uniform
movement of viewpoint and object o increases the
validity. A rotation of object o around the axis
from V P to o is now also recognized. Fig. 6 shows
the situation.

VF(o0)

-1 AVP
™ (o) h

3
m\‘.”l

VP
relVP’ d

Figure 6: estimation of valid frames by
transformation of (VP + AV P) by TM~1(0)
VP =VP+AVP, AVP assumed fix
o =TM(o)-a, TM(o) assumed fix
relVP' = TM(0)™! - (VP + AV P)

d
tyalid = l.”TM(O)—l . (VP + AVP) - VP”J (5)

As in the case without object movement, the min-
imal resulting t,4:4 is taken.

4 RESULTS

Test Environment In order to prove our cal-
culations, we implemented a C/C++ program
[Hearn97] to display animated virtual 3D scenes.
The time measurement and object transforma-
tion is done frame-wise. As 3D engine we used
the OpenGL 1.1 [Wo097] compatible Mesa 2.2
library. Our implementation and test platform
was an HP 900 712/80. Within our program
no visibility culling, LOD management, constant
frame rate management or cost/benefit calcula-
tion is integrated. These deficiencies can be easily
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removed, if an effective spatial hierarchical struc-
ture for static and dynamic objects exists.

Optimization Restrictions Each object of the
scene must provide a surrounding bounding box.
As a prerequisite the projection of the bboz
must lie complete within the screen area. As
in [Shade96] the projection delivers the quadrilat-
eral size and position. In the case of the common
validity calculation a heuristic decides, whether
or not to apply a virtual frame. In the case of
the predictive validity calculation a virtual frame
is used, if the prediction value is equal or greater
than 2. Objects build up by a few polygons, but
covering large screen areas, are excluded from re-
placement by an image.

Test Scenes The virtual scene is build up as a list
of hierarchical objects. Each object has its own
transformation, which is updated every frame. We
applied the calculations to several small test sce-
narios. The test sequence length during all tests
was 256 frames. The urban-scene consists of two
small pieces of paved road with moving trucks.
The speed on the first street is limited to 0.5 units
per frame, on the second street to 1.0 units per
frame. There are two trees and two buildings to
complete the scene. Every object of the scene,
without the ground and the street, can be re-
placed by images. The viewpoint moves within
these frames constantly forward and slightly up.
The view direction is constantly changed down-
wards. The average viewpoint move distance per
frame is 0.9 units. In this test, the common valid-
ity calculation was used.

Figure 7: flight over urban-scene, frame 1, 86,
171 and 256

Fig. 8 and Fig. 9 show the average image valid-
ity and the average frame calculation time for the
previously described sequence. As an example, it



turns out the benefit potential of images applied
to dynamic objects.
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Figure 8: average image validity during flight
over urban-scene in 256 frames
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Figure 9: average frame calculation time during
flight over urban-scene in 256 frames

The Fig. 10 shows the same urban-scene from a
fixed left upper viewpoint, looking to the trees.
The used virtual frames are marked by a black
border. In the difference picture Fig. 11 we visu-
alize the artefacts of the moving trucks. Despite
an error limit of 4 pixel, the artefacts are mod-
erate. The building and the trees produce no
artefacts, due to the fixed viewpoint.

Figure 10: urban-scene from a fixed viewpoint,
virtual frames visible
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Figure 11: urban-scene from a fixed viewpoint,
difference picture

It is interesting to investigate the effect of object
translation and rotation towards the validity of
their calculated virtual frames. In Fig. 12 we can
see the test situations. Both scenes contain no
additional objects. The viewpoint was kept in a
fixed position, so the object validity depends only
on the object movement. The error limit for all
subsequent tests was set to 4 pixels.

Figure 12: test scenes to evaluate translation
speed (left) and rotation speed (right) towards
validity

In the translation test all objects (trucks) have the
same translation speed. The results are shown in
Fig. 13. The displayed curves are similar to the
hyperbole of time = “:t—mﬁ with an appropiate
distance value. In the rotation test, see Fig. 14,
the resulting curves show the same correlation of
speed and validity. This is based in the piecewise
linear interpretation of movement in our calcula-
tions. For both tests the bbox size and orientation
towards the applied transformation influence the
result. It was no surprise, that the object valid-
ity is more sensitive to rotation than translation.
The combination of great object rotation, small
distance to the viewer and small error limits re-
duces the image validity dramatically. By this a
cost/benefit ratio greater than 1.0 is the result.
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Figure 13: object translation speed / average
validity with a fixed viewpoint 135 units away
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Figure 14: object rotation speed / average
validity with a fixed viewpoint 60 units away

The distance between viewer and object is also
important to the image validity. In Fig. 15,16 you
can see a linear correlation between viewer dis-
tance and validity. The test scenes are the same
as in the translation and rotation test, but with
fixed transformations. Despite the different valid-
ity values both curves show comparable gradients.

Within all the previous transformation tests the
similarity between the common wvalidity calcula-
tion and the predicive validity calculation is a re-
sult of the constant object movement. Objects
with a changing dynamic would lead to different
validity values.
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Figure 15: viewpoint distance / average validity
for a 1 unit translation per frame
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Figure 16: viewpoint distance / average validity
for a 1 degree rotation per frame

Tezture Filtering In our implementation we used
no texture filtering. This leads to distinct arte-
facts in our test scenes. There is sometimes a
one pixel wide shift of the complete image, up
or down and left or right. This effect is caused
by small rounding errors arising from matrix in-
version within our calculations. They are ampli-
fied by rounding errors during texture calcula-
tion within the graphic library. A pumping effect
visible within the image itself, is caused by the
transformation of the image rectangle. A bi- or
trilinear filtering to the image texture would lead
to better results. A higher image texture reso-
lution would also reduce the artefacts, but this
demands 4 times more texture memory. Both
methods are (in software) time expensive. Most
of the newer 3D graphic hardware support texture
filtering.

Constant Frame Rate The employ of image based
rendering reduces the calculation effort per frame.
But the effort per frame is staggering. If within
one frame calculation, the number of images which
must be renewed is small, the frame calculation
time is short. The renewal of too much im-
ages within one frame can increase the calcula-
tion time dramatically, in extreme cases above
the time needed without image rendering. In vir-
tual reality a constant frame rate is unalterable
for high realism. Image based rendering delivers
beside/with LOD a good parameter for time man-
agement. The selection of low object detail levels
preserves time to calculate new images, the reuse
of images preserves time to render detailed ob-
jects. The concrete constant frame rate manage-
ment integration of image based rendering with
LOD is well described in [Schau96a]. The algo-
rithm presented there is also appropiate to mov-
ing objects. But image based rendering can also
be used without LOD management to achieve con-
stant frame rates. This can be done by solving the
tradeoff between the number of needed object ren-
derings and the accepted error-limit for existing
images.
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5 CONCLUSIONS
WORK

AND FUTURE

This paper presented an extension for validity cal-
culations to apply virtual frames to dynamic ob-
jects. The frame to frame coherence of translated
objects seems to be very profitable. The benefit
is smaller with rotating objects. They demand a
high error limit and a sufficient distance between
object and viewpoint. The common use of replac-
ing dynamic objects by images is restricted by sev-
eral problems:

o Texturing Artefacts  The quadrilateral
transformation and the coordinate calcula-
tion by matrix inversion suffer to inherent
rounding errors. Combined with simple tex-
turing they lead to notifiable effects.

Intersecting Objects The use of images in-
stead of rendering concrete objects can pro-
duce incorrect depth resolution. Critical
constellations are intersecting objects and
closely neighboured objects. This must be
kept under surveillance. The overlapping
borders in Fig. 12 (top) displays such situ-
ations. A solution to this problem was pro-
posed by [Schau97c].

Cost/Benefit Calculation In our test scenes
we decided which objects to replace by im-
ages. Sometimes it is less time consuming
to render objects with few polygons every
frame, then to apply an image. For a gen-
eral solution this should be decided auto-
matically.

Spatial Hierarchical Structure To achieve
speedups of an order of magnitude within
complex scenes, its necessary to integrate
static and dynamic objects in a spatial hi-
erarchical structure. By the use of super-
objects the display algorithm must not han-
dle every single object every frame.

Comparison Our test scenes have been im-
plemented in C/C++. By the implementa-
tion of a VRML 2.0 translator we hope to
get access to a variety of interesting virtual
3D scenes. A lot of VRML scene are com-
mon available within the internet. They can
alleviate the problem of getting a useful test
scene and a base of comparison.
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