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Abstract—This contribution describes new useful geometric
transformations using the tensor product. The geometric trans-
formations are used widely in many applications, especially in
CAD/CAM systems, systems for Civil Engineering, computer
graphics, virtual and augmented reality, etc. The basic geometric
transformations, e.g. rotation, translation, scaling, etc., are usu-
ally applied on points represented in homogeneous coordinates
and described in many relevant books. However, there are also
other primitives, e.g. lines, planes, normal ”vector” of a line,
plane, triangle, etc., on which some geometric transformations
can be applied.

Index Terms—Geometric transformations, geometric algebra,
tensor product, outer product, inner product, homogeneous
coordinates, computer graphics, computer vision, linear algebra,
matrix operations

I. INTRODUCTION

Geometric transformations play a very important role in
many applications, especially in CAD/CAM systems, civil
engineering systems, virtual reality, augmented reality, com-
puter graphics, computer vision, etc. Geometric entities used
are described in the Euclidean space, but mainly using the
projective extension, see Yamaguchi [1]. It helps to formulate
some algorithms more efficiently and leads to more robust
computation as well, application of the principle of duality
Johnson-1996 [2] and to interesting solutions of dual problems,
such as:
• equivalence of the outer product (cross product) and the

Gauss elimination method for Ax = b, Skala [3] [4] [5].
• volume, area, length computation, Skala [6],
• the duality between the operations ”join” and ”intersect”

in E2 and E3, Skala [7],
• intersection computation of lines, planes, quadratic sur-

faces, etc. Calvet [8], Skala [9] [10] [11],
• line clipping algorithms in E2 Skala [12] [13]. .

The geometric transformations using homogeneous coordi-
nates, e.g. translation, rotation, scaling etc. are well known
and described in Vince [14], Hughes [15], Foley [16], Agoston
[17], [18], Ferguson [19], Salomon [20], Thomas [21], Angel
[22].

The transformations are used for the point position change,
in general. However, there are also other primitives like line,
plane , etc. used and their position is changeable. Also, a
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triangle normal ”vector” (it is actually a bivector Vince [23])
is to be transformed differently from the triangle vertices.

II. TENSOR PRODUCT

The tensor product WiKi [24] is not frequently used, how-
ever it is very useful. Generally, it is the non-commutative
product on two vectors v = [v1, v2, . . . , vn]

T and w =
[w1, w2, . . . , wn]

T defined as:

v ⊗w =


v1w1 v1w2 · · · v1wm

v2w1 v2w2 · · · v2wm

...
...

. . .
...

vnw1 vnw2 . . . vnwm

 (1)

The tensor product is multilinear WiKi [25], that is a great
advantage in its use for solving geometrical problems and can
be also applied on functions Mochizuki [26].

III. GEOMETRIC TRANSFORMATIONS

The geometric transformation are described by different
operators, i.e. ±, ∗ in the E3 space. It causes problems with
the inverse operations formulations as matrices are used to
represent such operations. The basic geometric transformation
in the E3 case can be described using homogeneous coordi-
nates. It means that a point X = (X,Y, Z) is represented as
x = [x, y, z : w]T and the conversion is given, see Gunn [27],
as:

X =
x

w
, Y =

y

w
, Z =

z

w
, w 6= 0 (2)

Using the homogeneous coordinates, the basic geometric trans-
formations can be described as follows, see Vince [14]:

A. Translation

The translation operation moves the given point x to a
position x+ (a, b, c) and the transformation is defined as:

x′

y′

z′

w′

 =


1 0 0 a
0 1 0 b
0 0 1 c
0 0 0 1



x
y
z
w

 (3)
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B. Rotation

This operation rotates the given point x by an angle ϕ
to a new position x′. The rotation transformation has the
origin of the coordinates system as the reference points. In
the following, the right-hand coordinates system is used.

The rotation in the xy plane, i.e. rotation around the z-axis,
is defined as:

x′

y′

z′

w′

 =


cosϕ − sinϕ 0 0
sinϕ cosϕ 0 0
0 0 1 0
0 0 0 1



x
y
z
w

 (4)

The rotation in the yz plane, i.e. rotation around the x-axis,
is defined as:

x′

y′

z′

w′

 =


1 0 0 0
0 cosϕ − sinϕ 0
0 sinϕ cosϕ 0
0 0 0 1



x
y
z
w

 (5)

The rotation in the zx plane, i.e. rotation around the y-axis,
is defined as:

x′

y′

z′

w′

 =


cosϕ sinϕ 0 a
0 1 0 0

− sinϕ cosϕ 0 0
0 0 0 1



x
y
z
w

 (6)

Note, that the sign ”-” is on the 3rd row due to the coordinate
system orientation.

C. Scaling

The scaling operation scales coordinates of the given point
x to a new position x. The scaling transformation has the
origin of the coordinates system as the reference points. The
transformation is defined as:

x′

y′

z′

w′

 =


sx 0 0 a
0 sy 0 b
0 0 sz c
0 0 0 1



x
y
z
w

 (7)

The geometric transformations can then be accumulated using
the multiplication operation only. This is a great advantage for
which the homogeneous coordinates are used for geometric
transformations and GPU is optimized for those.

However, the above mentioned transformation matrices can-
not be used for geometric transformations for lines, planes,
normal of a triangle , etc.

IV. LINES IN E2 AND PLANES IN E3

Lines and planes are infinite geometrical elements and can
be described by parametric or implicit form. Such elements
have to be handled differently.

The line p in the E2 space is described in the implicit form
as:

aX + bY + c = 0 , X = (X,Y ) or

ax+ by + cw = 0 , aT x = 0
(8)

where x = [x, y : w]T are a point coordinates in the
homogeneous coordinates and a = [a, b : c]T are coefficients
of the line p.

The plane ρ in the E3 space is described in the implicit
form as:

aX + bY + cZ + d = 0 , X = (X,Y, Z) or

ax+ by + cz + dw = 0 , aT x = 0
(9)

where x = [x, y, z : w]T are a point coordinates in the homo-
geneous coordinates and a = [a, b, c : d]T are coefficients of
the plane ρ.

V. GEOMETRIC ALGEBRA

The vector algebra (Gibbs algebra) used nowadays uses two
basic operations on two vectors a, b in En, i.e. the inner
product (scalar product or dot product) c = a · b, where c is
a scalar value, while the outer product (the cross-product in
the E3) c = a ∧ b, where c is a bivector and has a different
properties than a vector as it represents an oriented area in
n-dimensional space, in general, see Massey [28], Silagadze
[29], Skala [30].

The Geometric Algebra (GA) uses a “new” product called
Geometric product defined as:

ab = a · b+ a ∧ b (10)

where ab is the geometric product and a ∧ b is the outer-
product, i.e. the cross-product in the case of E3, and a · b is
the dot-product, i.e. scalar-product, see
Generally, in the case of the n-dimensional space, vectors are
defined as:

a = (a1e1, . . . , anen), b = (b1e1, . . . , bnen) (11)

where {ei}ni=1 are the orthonormal basis vectors in En. The
geometry algebra uses the following operations, including the
inverse of a vector.

a · b =
1

2
(ab+ ba) a ∧ b = −b ∧ a

a−1 =
a

‖a‖2

eiej = −ejei eiei = 1

(12)

In the case of the E3 space, the geometric product is defined
as, see Vince [23] [31]:

ab = a · b+ a× b (13)

1 0-vector(scalar) e12, e23, e31 2-vectors (bivectors)
e1, e2, e3 1-vectors (vectors) e123 = I 3-vector (pseudoscalar)

a ∧ b ∧ c = q q is a scalar value (pseudoscalar)

TABLE I
GEOMETRIC PRODUCT PROPERTIES IN E3

The significant advantage of the geometric algebra is, that
it is more general than the Gibbs algebra and can handle
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all objects with dimensionality up to n. It means, that the
description is unified, see Macdonald [32], Doran [33] and
Halma [34]. It is a great advantage in engineering applications
and solving geometric problems Perwass [35], Li [36], Dorst
[37], Kanatani [38], Hildebrand [39].

VI. INTERSECTION COMPUTATION

Intersection computation of lines in E2 space and planes
in E3 space is the fundamental operation in solutions of
geometrical problems. The implicit description also enables
the use of geometric algebra for the projective extension of
the Euclidean space and the homogeneous coordinates. The
intersection operation is dual to the join operation, Johnson
[2].

The intersection and joining (union) operations using the
homogeneous coordinates and the outer product ∧ is compu-
tationally simple (actually, for the joining operator the ∨ is
used sometimes).

A. Case E2

Computation of a line p given by two points x1, x2, i.e.
the join operation, and computation of the intersection point
x of two lines p1, p2, i.e. intersection as the dual problem,
are given as:

p = x1 ∧ x2 , x = p1 ∧ p2 (14)

where p = [a, b : c]T are coefficients of the line in the implicit
form and x = [x, y, z : w]T are point intersection coordinates
in the homogeneous coordinates. Using the determinant nota-
tion:

p =

∣∣∣∣∣∣
i j k
x1 y1 w1

x2 y2 w2

∣∣∣∣∣∣ , x =

∣∣∣∣∣∣
i j k
a1 b1 c1
a2 b2 c2

∣∣∣∣∣∣ (15)

where i = [1, 0, 0]T , j = [0, 1, 0]T , k = [0, 0, 1]T are the basis
vectors.

B. Case E3

Computation of a plane ρ given by three points x1, x2,
x3 i.e. the join operation, and computation of the intersection
point x of three planes ρ1, ρ2, ρ3 i.e. intersection as the dual,
problem are given as:

ρ = x1 ∧ x2 ∧ x2 , x = ρ1 ∧ ρ2 ∧ ρ3 (16)

where ρ = [a, b, c : d]T are coefficients of the plane in the
implicit form and x = [x, y, z : w]T are point intersection
coordinates in the homogeneous coordinates.

Using the determinant notation:

ρ =

∣∣∣∣∣∣∣∣
i j k l
x1 y1 z1 w1

x2 y2 z2 w2

x3 y3 z3 w3

∣∣∣∣∣∣∣∣ , x =

∣∣∣∣∣∣∣∣
i j k l
a1 b1 c1 d1
a2 b2 c2 d2
a3 b3 c3 d3

∣∣∣∣∣∣∣∣ (17)

where i = [1, 0, 0, 0]T , j = [0, 1, 0, 0]T , k = [0, 0, 1, 0]T ,
l = [0, 0, 1, 0]T are the basis vectors.

It should be noted that use of SSE4 instructions or GPU
lead to significant speed-up. Also, the presented approach can
be used for computation of the barycentric coordinates Skala
[40], computation of the Plücker coordinates Skala [41], etc.

VII. NEW GEOMETRIC TRANSFORMATION

General linear transformations are more complex, especially
if the dot product and outer-product (equivalent to the cross-
product or skew-product in the E3 case) are used.

A. Basic rules

In the case of the cross-product the following identity is
valid, see Wiki [42]:

(Ma)× (Mb) = det(M)(M−1)T (a× b) (18)

If det(M) = 1 for the transformation in the Eq.18 is simplified
for the transformation Q with det(Q) = 1 to:

(Qa)× (Qb) = Q (a× b) (19)

However, for the n-dimensional space and the outer−product
applications, more general rules can be derived:

(Ma) ∧ (Ma2) ∧ . . . ∧ (Man) =

det(M)n−1(M−1)T (a1 ∧ a2 ∧ . . . ∧ an)
(20)

The presented rules are important as it enables to handle
geometric transformations with lines, planes and also normal
vectors. It should be noted that the normal vector of a plane
or triangle is actually a bivector and geometric transformation
have to respect Eq.20.

B. Generalized Transformations

Let us consider the geometric basic geometric transforma-
tion within the context of the cross-product and dot-product.
• How transformation matrices for a line are specified, if it

is translated, rotated or an-isotropic scaling is made, etc.
• How transformation matrices for a plane are specified, if

it is translated, rotated or an-isotropic scaling is made,
etc.

• How a normal of a plane, triangle are to be transformed
if plane or a triangle is rotated, translated, etc.

To be more specific - what is the result of the following
operations with vectors:

(Ra)(Sb) =? geometric product
(Ra) · (Sb) =? inner product
(Ra) ∧ (Sb) =? outer product

(21)

where · is the dot-product, i.e. the scalar-product and ∧ is the
outer product, i.e. the cross-product.

Let us consider transformation matrices R and S as follows:

R =

r1r2
r3

 , S =

s1s2
s3

 (22)
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C. Inner product

The result for the inner product, i.e. dot-product or scalar
product, is simple as:

(Ra) · (Sb) = (Ra)T (Sb) =

aTRTS b = aTM b

M = RTS

(23)

The square matrix M represents non-isotropic deformation
general.

D. Outer product

The outer product can be rewritten in the matrix form as:

(Ra) ∧ (Sb) =

∣∣∣∣∣∣
i j k

r1 · a r2 · a r3 · a
s1 · b s2 · b s3 · b

∣∣∣∣∣∣ =
q1q2
q3

 (24)

Solving the determinant values of the resulting vector q =
[q1, q2, q3]

T as:

q1 = (r2 · a) (s3 · b)− (s2 · b) (r3 · a) (25)

q2 = −(r1 · a) (s3 · b) + (s1 · b) (r3 · a) (26)

q3 = (r1 · a) (s2 · b)− (s1 · b) (r2 · a) (27)

The expression for the value q1 can be rewritten using the
tensor-product as:

q1 = rT2 (a⊗ b)s3 − sT2 (b⊗ a)r3 (28)

Let the matrix T = a⊗ b, then b⊗ a = TT . The Eq.25 can
be then rewritten as:

q1 = rT2 T s3 − sT2 T
T r3 =

rT2 T s3 − sT3 T r2 =
(29)

It should be noted that the q1 value is a scalar value. This is
a useful formula for the case, when the processed element is
constant and transformation is changing. However, a typical
situation is that the transformation is constant and processed
primitives are different. In this case the q1 can be expressed
as:

q1 = aT (r2 ⊗ s3)b− aT (s2 ⊗ r3)b =

aTQ1 b = aTQ23 b
(30)

It should be noted, that the notation Q1 is equivalent to Q23.
Similarly for the q2, q3 values represented by matrices Q31,
Q12.

Application of the above presented approach is intended for
the cases, when the transformations R and S are constant
and lines are processed.

However, the above presented rules are valid in the cases
of:
• the three dimensional vector space using the Euclidean

space, i.e. X = (X,Y, Z),
• the projective extension of the two dimensional space

using the homogeneous coordinates, i.e. x = [x, y : w]T .

For a higher dimension, the geometric algebra is to be used
together with the tensor product, see Skala [43], using the
geometric product Eq.13.
The geometric product is represented by the tensor product as:

ab = a · b+ a ∧ b = a⊗ b

It should be noted, that the resulting matrix contains the ele-
ments of the inner-product and outer-product. Let us consider
again transformation matrices R and S as follows:

R =


r1
r2
...
rn

 , S =


s1
s2
...
sn

 (31)

Note, that the row vectors ri, resp. si, are the i-th row of the
matrix R, resp. S.
Then the result of the geometric product can be represented
as:

ab = a · b+ a ∧ b , ab⇔ a⊗ b = a Q b (32)

where the matrix Q = {qij}, i, j = 1, . . . , n, qij = eiej and
{ei}ni=1 are the orthonormal basis vectors in En.

In the case of the E3 space, it should be noted that
the matrix Q has the following combinations of the basis
vectors:

Q =

e1e1 e1e2 e1e3
e2e1 e2e2 e2e3
e3e1 e3e2 e3e3

 =

 1 e1e2 −e3e1
−e1e2 1 e2e3
e3e1 −e2e3 1


(33)

It should be noted that in the E3 case, the right handed
coordinate system has the orthonormal basis e1e2, e2e3, e3e1
and therefore the value of q13 results into the −e3e1 value.

It means, that the results of the a⊗ b operations is:

a⊗ b =

 a1b1e1e1 a1b2e1e2 −a1b3e3e1
−a2b1e1e2 a2b2e2e2 a2b3e2e3
a3b1e3e1 −a3b2e2e3 a3b3e3e3

 (34)

including the right-hand orientation of the coordinate system,
resulting into the ”-” sign in the matrix.
Note, that eiei = 1 by definition and therefore:

a⊗ b =

 a1b1 a1b2e1e2 −a1b3e3e1
−a2b1e1e2 a2b2 a2b3e2e3
a3b1e3e1 −a3b2e2e3 a3b3

 (35)

It can be seen, that the diagonal represents the inner product,
while non-diagonal elements are related to the outer product,
see AppendixA.

V. Skala • Geometric Transformations and Tensor Product

000440

Authorized licensed use limited to: Univ of West Bohemia in Pilsen. Downloaded on May 30,2022 at 05:24:35 UTC from IEEE Xplore.  Restrictions apply. 



In the general n-dimensional space it means, that:

ab =

n,n∑
i,j=1

aieibjej , a · b =
n∑

i=1

aieibiei

a ∧ b =

n,n∑
i,j=1&i6=j

aieibjej =

n,n∑
i,j=1&i>j

(aibj − ajbi) eiej

(36)

If different transformations R and S are applied on the vectors
a and b, then:

(Ra)(Sb) = (Ra) · (Sb) + (Ra) ∧ (Sb)

(Ra)(Sb)⇔ (Ra)⊗ (Sb) = a W b
(37)

where the matrix W = {wij}, i, j = 1, . . . , n, Q is a matrix
containing the basis vectors, too.
Note, that the elements wij of the matrix W are given as eiej
not shown explicitly.

(Ra)⊗ (Sb) = Q = a W b

qij = (ri · a) (sj · b) = a (ri ⊗ sj) b

and wij = (ri ⊗ sj)

(38)

where wij = ri ⊗ sj, i, j = 1, . . . , n.
Using the dual algebraic adjustments using the multilinear-

ity property WiKi [25] the dual formulation is formed as:

(Ra)⊗ (Sb) = (ri · a) (sj · b) = ri (a⊗ b) sj

(Ra)⊗ (Sb) = Q = r W s

qij = (ri · a) (sj · b) = ri (a⊗ b) sj

and wij = (a⊗ b)

(39)

It should be noted that the diagonal of the matrix W contains
elements of the inner product. The non-diagonal elements
represent parts of bivectors of the given n-dimensional space.

This formulation Eq.39 has an advantage that for the given
constant transformations R and S the matrix is W is constant.

As the direct impact of the above presented approach can
be seen a new formulation of a line p in the E3 space using
the Plücker coordinates and the principle of duality, e.g. a
line in E3 is given by two points in the E3 space or as an
intersections of two planes in E3. Due to the duality and
use of the homogeneous coordinates, it can be represented
by one equation, see Skala [3] [44] for details. Library for
computations using the projective extension of the Euclidean
space was described in Kaiser [45].

It can be seen, that the geometric algebra offers simplifica-
tion and more general approach to solve geometrical problems,
Vince [23].

VIII. CONCLUSION

In this contribution more general transformation for points,
lines, planes have been introduced with a connection to a new
geometric product, which enables to describe entities generally
in the n-dimensional space, including projective extension of
the Euclidean space. The transformations are based on the
inner product and outer product represented by a matrix given
as a tensor product of two vectors.

The proposed method uses vector-vector operation and
therefore implementation of algorithms using the SSE4 or
GPU benefit from an additional speed-up.
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APPENDIX

The outer product a ∧ b (cross-product a × b) in E3 can
be also represented in a matrix form as:

a ∧ b = a× b =

baxcb =

 0 −a3 a2
a3 0 −a1
−a2 a1 0

b =

bbT
x ca =

 0 b3 −b2
−b3 0 b1
b2 −b1 0

a

(40)

It should be noted that the matrix baxc is actually transposed
as it is an operator applied on a vector b.
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