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ABSTRACT

More information leads to better decisions and predictions, right? Confirming this hypothesis, several studies
concluded that the simultaneous use of optical and thermal images leads to better predictions in crowd counting.
However, the way multimodal models extract enriched features from both modalities is not yet fully understood.
Since the use of multimodal data usually increases the complexity, inference time, and memory requirements
of the models, it is relevant to examine the differences and advantages of multimodal compared to monomodal
models. In this work, all available multimodal datasets for crowd counting are used to investigate the differences
between monomodal and multimodal models. To do so, we designed a monomodal architecture that considers the
current state of research on monomodal crowd counting. In addition, several multimodal architectures have been
developed using different multimodal learning strategies. The key components of the monomodal architecture are
also used in the multimodal architectures to be able to answer whether multimodal models perform better in crowd
counting in general. Surprisingly, no general answer to this question can be derived from the existing datasets.
We found that the existing datasets hold a bias toward thermal images. This was determined by analyzing the
relationship between the brightness of optical images and crowd count as well as examining the annotations made
for each dataset. Since answering this question is important for future real-world applications of crowd counting,
this paper establishes criteria for a potential dataset suitable for answering whether multimodal models perform

better in crowd counting in general.
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1 INTRODUCTION

One of the biggest challenges of crowd counting in real-
world applications is dealing with varying lighting con-
ditions. Since crowd counting can be very important
for event security and crowd monitoring, good perfor-
mance independent of lighting conditions is essential
for real-world applications. Especially at night, lighting
is often poor, resulting in less contrast and information
in optical images and thus reducing the accuracy of pre-
diction models. In this case, thermal images are more
suitable because they do not rely on visible light. On
the other hand, optical images can contain more infor-
mation during the daytime compared to monochrome
thermal images due to their color information. In addi-
tion, the environment may heat up during the day, re-
sulting in lower contrast in thermal images, as human
body temperature is almost constant. Overall, the use
of both modalities seems to be symbiotic and to lead
to better results compared to the use of a single modal-
ity. Using multiple modalities to train a model has led
to state-of-the-art results in many cases. In particular,
with the rise of transformers [Vas17], where inputs are
transformed into homogeneous tokens, using multiple
modalities such as text or images in a model has be-
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come easier. In the area of monomodal crowd count-
ing, the use of transformers has not been fully explored.
To our best knowledge, with the exception of one work
[Tia21], previous research has focused only on convo-
lutional networks. The use of transformers has tremen-
dous potential, as previous work [Zhal6] [Li18] has of-
ten achieved better results when improving the extrac-
tion of multi-scale features. Although existing work
[Liu21] [Pen20] concludes that the use of optical and
thermal imagery leads to better crowd counting predic-
tions, it is not yet fully understood how such models
internally work and how they extract enriched features
from both modalities.

Apart from the lack of understanding of how multi-
modal models work internally, it is not entirely under-
stood whether the multimodal approach leads to better
crowd counting results in general or only under certain
conditions. Further research with potential influencing
factors such as illumination, distance to the crowd, or
number of people per image is needed to gain more cer-
tainty about whether multimodal crowd counting leads
to better predictions in general. For this reason, in this
paper we investigate the impact of using optical and
thermal images simultaneously in crowd counting.
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To investigate the impact of using optical and ther-
mal images simultaneously in crowd counting, we de-
signed a monomodal and several multimodal architec-
tures consisting of the same key components. When
we designed the monomodal model, we took into ac-
count the latest developments in the field of monomodal
crowd counting. In addition, we have developed three
multimodal models that incorporate different strategies
of multimodal learning. To allow a comparison be-
tween the monomodal and the multimodal architec-
tures, all key components of the monomodal architec-
ture are also part of the multimodal architectures. The
goal of this comparison is to find out whether multi-
modal models lead to better crowd counting results in
general or only under certain conditions. Since this
comparison led to interesting findings, we further an-
alyzed all the datasets used to compare the models.
To this end, we examined the relationship between the
brightness of optical images and the number of individ-
uals in the image. We also randomly selected a subset
of each dataset and examined how individuals were la-
beled in the images from both modalities.

In examining the differences between the monomodal
and the multimodal architectures, we found that exist-
ing datasets have a bias toward thermal images. This
does not allow us to determine whether multimodal
crowd counting leads to better results in general or only
under certain conditions. For this reason, we have de-
scribed criteria for a dataset suitable for investigating
the research question.

2 RELATED WORK

Monomodal Crowd Counting: Crowd counting has
been studied for decades. While a few works have used
thermal images for crowd counting, most works have
used optical images to examine crowd counting. As in
other areas, the use of deep learning models [Wan15]
[Ful5] has led to more accurate predictions in crowd
counting. In recent years, the use of a density map-
based approach for crowd counting has become preva-
lent. Many recent works have addressed the question of
how to deal with scale variations in images. In partic-
ular, techniques such as multi-column models [Zhal6]
or dilated convolutions [Lil18] have been used to extract
multi-scale features from the image. Since such tech-
niques aim to increase the receptive field of a network,
it was no surprise that state-of-the-art results could be
achieved by using a transformer encoder [Vas17] to ex-
tract features [Tia21].

Multimodal Crowd Counting: Multimodal learning
is becoming increasingly relevant in the field of crowd
counting. So far, the use of optical and thermal images
[Liu21] [Pen20] [Tan22] [Gu22] as well as the use of
optical and depth images [Lia22] [Lial9] has been in-
vestigated. However, depth images provide only a lim-
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ited depth range (0 ~ 20 meters), making them unsuit-
able for many real-world crowd counting applications
[Liu21]. Also, when using depth images, there is still
the problem that less information is available in poorly
illuminated scenes. For this reason, we will focus on the
use of optical and thermal images in this paper. While
all work concludes that the additional use of thermal
images leads to better predictions in crowd counting,
it is not fully understood under what circumstances it
is beneficial to complement optical images with ther-
mal images to obtain better predictions. Previous work
has focused primarily on constructing a novel model ar-
chitecture that outperforms the state-of-the-art in multi-
modal crowd counting. While this approach proves the
effectiveness of the models created, it does not allow us
to fully understand how complementary information is
extracted from both modalities.

Multimodal Crowd Counting Datasets: Similar to
different multimodal models, two different datasets
[Liu21] [Pen20] consisting of optical and thermal
image pairs have been published in recent years.
The dataset published by Peng et al. [Pen20] was
acquired with a drone and contains 3,600 image pairs.
Furthermore, this dataset contains information about
distance (scale of individuals), illumination and crowd
count per image pair. The other dataset, which was
published by Liu et al. [Liu21], contains 2,030 image
pairs. The image pairs of this dataset were taken from
a normal perspective. Information on the number of
individuals and lighting is available for each image
pair.

3 EFFECTIVENESS OF MULTI-
MODAL CROWD COUNTING

To allow a comparison between monomodal and mul-
timodal architectures, we first developed a monomodal
architecture. This monomodal model takes into account
recent advances in the field of monomodal crowd count-
ing and its main components are reused in subsequent
multimodal architectures to allow a fair comparison.
Since the constructed monomodal architecture is heav-
ily inspired by recent advances in monomodal crowd
counting and does not incorporate any new strategies,
we only used one monomodal model for comparison.

3.1 Monomodal Architecure

The monomodal architecture designed in this work is
inspired by the work of Tian et al. [Tia21] as well as
the implementation of the work realized in [Wan21a].
The CCTrans model designed by Tian et al. [Tia2l]
achieves state-of-the-art results on multiple monomodal
crowd counting benchmarks [Zhal6] [Wan21b] [Idr18].
Our monomodal architecture is shown in Fig. 1. In-
stead of Twins [Chu21], which was used by Tian et al.
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Figure 1: The architecture of our monomodal model,
which is inspired by the work of Tian et al. [Tia2l]
as well as the implementation of the work realized in
[Wan2la]. The input image is first transformed into
tokens. From these tokens, features are extracted by
a hierarchical transformer-based backbone. The hierar-
chical feature maps are then aggregated and finally used
by the regression head to predict the crowd count. The
parameter d indicates the dilatation rate used.

[Tia21], we used PVTv2 [Wan2l1c] as the transformer-
based backbone in our architecture. By empirical anal-
ysis, we found that the PVTv2 architecture leads to bet-
ter results for us. More specifically, for our monomodal
architecture, we used the PVTv2 BO variant, which al-
lows shorter training time and requires less computa-
tional resources. However, this leads to slightly worse
results compared to other PVTv2 variants with more pa-
rameters. This was acceptable to us, as our primary goal
was not to construct a novel architecture with state-of-
the-art results. Furthermore, we adopted the pyramid
feature aggregation and regression head of Tian et al.
[Tia21], but used the convolution kernel sizes used in
[Wan21a]. Again, through empirical analysis, we found
that these kernel sizes led to slightly better results for
us.

3.2 Multimodal Architectures

After the monomodal architecture was designed, three
different multimodal architectures were designed that
incorporate different strategies of multimodal learning.
As mentioned before, the key characteristics of the
monomodal architecture are also incorporated in the
three different multimodal architectures. The idea be-
hind this is that when using the same weight initializa-
tion (prior) and the same model properties (which con-
strain the hypothesis space), better results can only be
explained by more information provided by the addi-
tional modality (data). In this work, we chose to use
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early and late fusion as two simple multimodal strate-
gies. These have also been used in previous work on
multimodal crowd counting [Liu21] [Pen20]. In addi-
tion, we apply a more advanced deep fusion strategy us-
ing the Information Aggregation and Distribution Mod-
ule (IADM) of Liu et al. [Liu21] which has been shown
to be effective for multimodal crowd counting.

Early Fusion Model: With the early fusion strategy,
modalities are fused at the beginning of the model. For
this purpose, the constructed monomodal model was
adapted to support 6-channel inputs by changing the
amount of filters in the first layer. Thus, the multimodal
early fusion model has the same number of parameters
as the monomodal model.

Late Fusion Model: In contrast to the early fusion
strategy, the fusion of modalities takes place at the end
of the model with the late fusion strategy. The idea here
is that features of both modalities are first extracted in-
dividually. Thus, except for the final layer (1 x 1 con-
volution), both modalities are investigated with the con-
structed monomodal model individually. Then, the ex-
tracted feature maps from both individual columns are
concatenated. Based on the concatenated feature maps,
a density map is then finally predicted by a 1 x 1 con-
volution. Hereby, the late fusion model requires around
twice as many parameters as the monomodal model and
the early fusion model.

Deep Fusion Model: In contrast to the early fusion and
late fusion architectures, the multimodal information
exchange in the deep fusion architecture takes place
during feature extraction. For this purpose, a third col-
umn is added to the architecture, which extracts the
complementary information of both modalities. In par-
ticular, this is done by using the IADM of Liu et al.
[Liu21]. Through the IADM, information is exchanged
between the modality-specific columns and the cross-
modality column. However, this only takes place dur-
ing feature extraction in the backbone, as shown in Fig.
2. Of all the models used in this work, this architecture
requires the most parameters.

3.3 Evaluation

To evaluate the performance of the monomodal model
and the three multimodal models, we used the mean
absolute error (MAE) and the root mean squared er-
ror (RMSE). Both of these measures are widely used
in crowd counting. The use of these measures allows
comparison of our results with the results of other work.
The mean absolute error and root mean squared error
are defined as follows:

1Y .
MAE = =Y lyi—9il, (1)
Ni:l
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Figure 2: The architecture of our deep fusion model.
To extract complementary information and enable ex-
change between modality-specific and modality-shared
columns, we use the IJADM of Liu et al. [Liu21]. In
their work, it was shown that the use of the IADM is
effective for multimodal data.

1 Y .
RMSE = [ =Y (vi—3i)?,
N =

where N is the number of image pairs, y; is the ground-
truth number of individuals in image pair 7, and J; is the
predicted number of individuals for image pair i.

@)

3.4 Training

Overall, our training approach is heavily inspired by the
training approach chosen by Tian et al. [Tia21]. The BO
variant of the PVTv2 architecture was initialized with
pre-trained weights in all experiments. We used ran-
dom cropping with a cropping size of 256 for both di-
mensions and horizontal flipping with a probability of
50% as augmentation strategies. In addition, AdamW
[Los19] was used as the optimizer and a batch size of
8 was chosen for training. The learning rate was le—5
in all experiments, but was increasingly regulated by a
weight decay of le—4. Bayesian loss [Mal9] with a
sigma value of 8 was used as a loss function. The mod-
els were trained for 60 epochs in all experiments.

3.5 Results

The results for all constructed models on both datasets
are shown in Tab. 1 and Tab. 2. Three aspects in par-
ticular caught our attention, which we describe in more
detail below.

Discrepancy between optical and thermal images in
both datasets. One of the first things we noticed is that
the monomodal model performs much better on thermal
images than on optical images, as can be seen in Tab. 1
and Tab. 2. This holds true for both datasets. Neverthe-
less, the discrepancy is larger for the RGBT-CC dataset
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Modality  Architecture MAE RMSE
RGB Monomodal 26.48  55.28
T Monomodal 15.19  28.27
RGB-T Early Fusion 1492  25.86
RGB-T Late Fusion 13.83  25.16
RGB-T Deep Fusion 1432  24.64
RGB-T BL + IADM [Liu21] 15.61  28.18
RGB-T TAFNet [Tan22] 12.38 2245

Table 1: Performance of the different architectures on
the RGBT-CC [Liu21] dataset. The use of thermal im-
ages leads to dramatically better results compared to
optical images. Moreover, the multimodal approach
leads to better results than the monomodal approach.

Modality  Architecture MAE RMSE
RGB Monomodal 10.40 16.44
T Monomodal 6.70 10.20
RGB-T Early Fusion 7.41 11.43
RGB-T Late Fusion 7.01 11.18
RGB-T Deep Fusion 7.20 11.45
RGB-T MMCCN [Pen20] 7.27 11.45
RGB-T MFCC [Gu22] 7.96 12.50

Table 2: Performance of the different architectures on
the Drone-RGBT [Pen20] dataset. Surprisingly, us-
ing thermal images solely with the monomodal ar-
chitecture led to the best result for the Drone-RGBT
dataset. In contrast, using optical images solely with the
monomodal architecture leads to considerably worse
results.

than for the Drone-RGBT dataset. Since we used the
exact same model and training approach, these results
raise the question of whether thermal images are more
suitable for crowd counting in general. Before inves-
tigating this question, we first wanted to gain a better
understanding of both data sets. The investigation is
described in more detail in Section 4.

The monomodal model performs better than the
multimodal models for the Drone-RGBT [Pen20]
dataset. Contrary to our assumption that the multi-
modal approach of using optical and thermal images
would lead to better crowd counting predictions, us-
ing thermal images solely led to the best result for
the Drone-RGBT dataset. This result further affirmed
our motivation to gain a better understanding of both
datasets. To our best knowledge, we have achieved
state-of-the-art results for the Drone-RGBT dataset us-
ing the monomodal architecture.

IADM [Liu21] seems to be less effective with trans-
former encoders. Comparing the three multimodal
models, the late fusion model achieves the best results
on both datasets. The deep fusion model, although
more complex and shown to be effective by Liu et al.
[Liu21], performs worse in our study than the late fu-
sion model. Since Liu et al. also compared the TADM
to a late fusion model, the most obvious explanation for
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this is the use of a transformer encoder in our work. Liu
et al. did not use a transformer encoder in their work.
Nevertheless, a more detailed investigation beyond this
work is needed to better understand why the JADM is
less effective when used with transformer encoders.

4 ANALYSIS OF EXISTING MUL-
TIMODAL CROWD COUNTING
DATASETS

To understand more profoundly whether thermal
images are better for crowd counting in general, or
whether the characteristics of the datasets used lead to
better results on thermal images, we used two different
approaches.

4.1 Relationship Between Brightness and
Crowd Count

First, we investigated the relationship between the
brightness of optical images and the number of indi-
viduals. We suspected that many optical images in
both datasets were taken in poorly illuminated environ-
ments, which could be the reason for the discrepancy
between thermal and optical images. This would also
be in line with our main motivation to use multimodal
data. Since the two metrics we used consider the
counting error and are sensitive to outliers, we thought
it is relevant to investigate the relationship between
brightness and crowd count. To measure the brightness
of an optical image, we used the following equation:

V"R + G + B 3)
3xWxH ’

where W is the width and H is the height of the optical

image. R;, G; and B; represent the three color values of

pixel i. The relationship between brightness and crowd

count for both datasets are shown in Fig. 3 and Fig. 4.

The RGBT-CC [Liu2l] dataset is unbalanced re-
garding brightness and crowd count. The RGBT-CC
dataset contains many images with very low brightness
and high crowd count, as can be seen in Fig. 3. In
comparison, the images in the Drone-RGBT dataset are
much brighter on average and the overall distribution
between brightness and number of individuals is much
more balanced, as shown in Fig. 4. Since both met-
rics are sensitive to outliers and many optical images
with very low brightness (low information) have a high
crowd count in the RGBT-CC dataset, we assume that
this explains the bigger discrepancy for the RGBT-CC
dataset between optical and thermal images.

Brightness =

This finding has serious implications on our research
question. Since this imbalance of the dataset likely af-
fects all trained models and results in higher activations
for thermal input, we believe that the research question
cannot be thoroughly investigated with the RGBT-CC
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Figure 3: Scatter plot showing the relationship between
the brightness of optical images and crowd count in the
RGBT-CC dataset. It can be seen that the RGBT-CC
dataset is unbalanced in terms of brightness and crowd
count. Many images with very low brightness have a
high crowd count.
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Figure 4: Scatter plot showing the relationship between
the brightness of optical images and crowd count in the
Drone-RGBT dataset. The relationship between bright-
ness and crowd count appears very uniform compared
to the distribution of the RGBT-CC dataset.

dataset. In particular, we assume that many optical im-
ages with low brightness (low optical information) and
a high crowd count (high error) will cause the model to
pay more attention to thermal images as the counting
error is propagated back into the network during train-
ing. In this way, it is difficult to verify whether multi-
modal crowd counting leads to better results in general,
since a certain condition (low brightness, high crowd
count) has a great impact on the training of the model
as well as the metrics. Nevertheless it is important to
say that images with low brightness and high crowd
count are not a problem, but are important and desirable
for training a robust crowd counting model. However,
we are concerned about whether our research question
can be fairly investigated due to an inherent correla-
tion between the number of people and brightness in
the RGBT-CC dataset.
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4.2 Annotation Sample Analysis

Our second approach to better understand both datasets
was to perform a sample analysis of how the annota-
tions were made. Since both datasets contain two dif-
ferent modalities recorded with two different cameras,
we wanted to understand if images of both modalities
were synchronized and how perspective changes were
handled (because the cameras were probably next to
each other during the recording). We decided to per-
form the sample analysis of how the annotations were
made since both datasets provide shared annotations for
both modalities. To this purpose, we randomly selected
10% of the image pairs per dataset and visualized the
annotations in the images of both modalities to verify
how the individuals were labeled in each image.

Only thermal images were used to label individuals
in both datasets. By randomly selecting 10% of all
image pairs per dataset and visualizing the annotations
for both modalities, we found that both datasets used
only the thermal image to label individuals. Examples
of both datasets showing that only thermal images were
used to label individuals are provided in the Appendix
in Fig. 5 and Fig. 6.

All image pairs of the Drone-RGBT dataset were
taken at night. We have seen that the optical images in
the Drone-RGBT dataset are on average brighter than
the optical images in the RGBT-CC dataset. However,
by looking at the annotations for each image pair in
the Drone-RGBT dataset, we perceived that all images
were taken at night. To gain more confidence in this
perception, we looked at all the optical images in the
Drone-RGBT dataset. In this way, we found that all
image pairs in the Drone-RGBT dataset were taken at
night. Nevertheless, many images were taken in envi-
ronments with much artificial light, therefore the optical
images are on average brighter than those of the RGBT-
CC dataset. The fact that all images were taken at night
adds a new perspective to the results obtained with the
Drone-RGBT dataset. This leads to the assumption that
optical images do not provide additional information at
night and that a monomodal approach with thermal im-
ages leads to better results. Further research beyond this
paper is needed to validate this assumption.

For image pairs in the RGBT-CC dataset, individu-
als were sometimes visible in one modality but not
the other. Liu et al. [Liu21] have already stated in their
work that optical and thermal images in the RGBT-CC
dataset are not strictly aligned because they were cap-
tured with different sensors. However, when examining
the annotations, we found that not only were the im-
age pairs not strictly aligned, but sometimes individuals
were visible in one modality but not the other. Exam-
ples for this are provided in the Appendix in Fig. 7.
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S CRITERIA FOR A MULTIMODAL
CROWD COUNTING DATASET

Because both datasets have some weaknesses that make
it difficult to draw general conclusions about the effec-
tiveness of multimodal crowd counting, we decided to
set criteria for a suitable dataset. Overall, the image
pairs should be taken evenly throughout the day. In this
way, the variability of the two modalities gets exten-
sively covered. Ideally, this would even take into ac-
count different seasons and climate zones. Also, the
crowd count per image pair should be independent of
when the image was taken. This allows for an equal
influence of both modalities on the multimodal model
during training, as no modality receives more attention
due to a higher counting error. When labeling individ-
uals, both modalities should be considered so that later
models can learn to extract the information from both
modalities and incorporate it into the prediction (even
when one modality contains little information and the
other contains much). Furthermore, the images for both
modalities should be taken simultaneously. In this way,
the images of both modalities are aligned as precisely as
possible, which allows the use of the same annotations
for both modalities.

6 IS MULTIMODAL CROWD COUNT-
ING BETTER IN GENERAL?

The goal of this work was to find out if the simultaneous
use of optical and thermal images leads to better pre-
dictions in crowd counting in general. We found that
existing datasets have a bias toward thermal images,
making it difficult to draw general conclusions about
the effectiveness of multimodal crowd counting. The
results on the Drone-RGBT dataset indicate that solely
using thermal images at night results in better predic-
tions than a multimodal approach. Since the RGBT-CC
dataset contains both daytime and nighttime images, the
better predictions with multimodal data seem to indi-
cate that the multimodal approach leads to better re-
sults during the daytime. However, these assumptions
are by no means proven, but could serve as hypothe-
ses for future research. Furthermore, we encourage the
creation of a multimodal dataset in order to be able to
investigate such hypotheses. We have provided criteria
for the creation of such a dataset in the previous Sec-
tion 5. However, it remains an open question whether
multimodal crowd counting (including technical chal-
lenges like perspective distortion and synchronization
between modalities) is the perfect approach. It could
also be the case that two monomodal models produce
better results than one multimodal model. For example,
one monomodal model could be used with optical im-
ages during the day and another with thermal images at
night.
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7 CONCLUSION

In this work, we found that existing multimodal crowd
counting datasets have a bias toward thermal images.
For this reason, we outlined criteria for a balanced
dataset. To our best knowledge, we also obtained
state-of-the-art results on the multimodal Drone-RGBT
dataset. Interestingly, for this we used solely thermal
images and the monomodal model constructed in this
work. Considering the results of this work, we encour-
age the creation of a multimodal dataset that meets
the criteria outlined in this paper. In this way, we can
understand more profoundly whether the simultaneous
use of optical images and thermal images leads to
better predictions in crowd counting in general.
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Figure 5: Illustration of the annotations (yellow squares)
of the RGBT-CC [Liu21] dataset for both modalities. It
can be seen that the annotations were created based on
the thermal images. For better understanding, examples
of inaccuracies in the annotation of the optical images
have been encircled. The thermal images are also encir-
cled in the corresponding places, but the annotations are
correct there.

Figure 6: The annotations of the Drone-RGBT [Pen20]
dataset are shown in yellow squares. It can be seen that
the annotations were made on the basis of the thermal
images. For better understanding, individuals have been
encircled who are easily recognizable in the optical im-
age, but have not been annotated. In the thermal image,
on the other hand, it can be seen that precisely these in-
dividuals are difficult to recognize, which is probably
why they were not annotated.

Figure 7: Two examples from the RGBT-CC dataset where a person is visible in one modality but not the other. It
can be seen that this is due to the time-delayed capture of the images from both modalities.
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