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1 Introduction
Proteins are the functional units of living organisms, performing a vast array of functions.

Organisms on our planet thrive in a huge range of temperatures, from -20°C to +122°C, with
human proteins optimized to work at 36-37°C. Some proteins begin to lose activity or denature
even with a slight deviation from this standard temperature.

Protein sequences consist of 20 amino acids represented by letters. Proteins sharing over
80% sequence similarity may differ in their optimal activity temperature by more than 20°C.
Understanding the complexity of proteins and how mutations can affect their natural function
and structure exceeds human capabilities, as do the current artificial tools.

The global enzyme market, comprising proteins acting as catalysts in chemical reac-
tions, was valued at $6.4 billion in 2021 and is projected to reach $8.7 billion in 2026. Efforts
are underway globally to screen for new sources of enzymes capable of functioning in extreme
conditions, reflecting a significant endeavor to better understand and engineer enzymes for dif-
ferent temperature ranges.

Proteins can be categorized into four groups based on their optimal activity temperature:
psychrophilic (<20°C), mesophilic (20-50°C), thermophilic (50-80°C), and hyperthermophilic
(>80°C). The goal of this project is to develop a cutting-edge neural network model for clas-
sifying proteins into temperature groups and to advance our understanding of thermostability
beyond current limits.

2 Methods
In the years 2021-2023, numerous studies have emerged in the realm of protein ther-

mostability classification (Ahmed (2022), Charoenkwan (2022), Zhao (2023)). These works
commonly categorize proteins into only two classes: non-thermophilic and thermophilic. How-
ever, this approach yields less nuanced results and offers diminished reporting value. Further-
more, they rely on outdated machine learning techniques and training datasets typically com-
prising thousands to tens of thousands of labeled protein sequences.

Training deep neural networks typically demands much larger datasets. Therefore, this
study generated a novel dataset consisting of 3 million protein sequences to enhance the model’s
generalizability and robustness.

A pretrained large language transformer model for protein sequences, trained on un-
masking (ESM), was acquired and fine-tuned to function as a classifier for the mentioned four
temperature classes. Simultaneously, it was fine-tuned to classify proteins into the two temper-
ature classes (non-thermophilic, thermophilic) for comparison with prior publications.
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3 Results
A state-of-the-art classifier, named MyModel, was developed. Figure 1 illustrates a com-

parison between MyModel and published models. Each published model demonstrates opti-
mal performance on its respective dataset when compared to other models. For instance, the
iThermo model exhibits the highest accuracy on its test dataset (see Fig. 1a), but its perfor-
mance notably declines on the DeepTP dataset compared to other models (see Fig. 1b). In Fig.
1b, the iThermo model performs much worse than the SAPPHIRE model, despite its superior
performance on its own dataset.

MyModel consistently demonstrates superior performance across most of the testing
datasets. Notably, all proteins in the datasets used for comparison were excluded from the
training dataset.

Figure 1: Accuracy comparison on multiple test datasets from published papers. A table title
corresponds to the publication the dataset was provided by.

4 Conclusion
A newly fine-tuned transformer model for protein thermostability classification under-

went testing on published datasets and was compared to other classification models. The model
exhibited the most robust performance in classifying proteins into two classes. However, the
primary emphasis during fine-tuning was on classification into four classes, which offers more
detailed insights into protein characteristics and can be leveraged for subsequent downstream
tasks.
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