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Three example images generated by the algorithm described in this paper. Each image shows soft shadows,
indirect illumnination and refraction.

Abstract
This paper introduces a new algorithm for real-time rendering that builds upon bidirectional path tracing, reservoir-
based spatio-temporal importance resampling, and dynamic diffuse global illumination. The combination of these
algorithms produces an image with reduced noise compared to real-time run algorithms like path tracing, while
retaining details like caustics. The resulting darkening, which is discussed in greater detail in this paper, is also
reduced due to the usage of importance resampling of points on light-emitting surfaces. While the standard al-
gorithms, such as bidirectional path tracing, cannot be run in real-time with satisfactory quality, a set of novel
approaches have emerged to fill this gap. These algorithms are capable of running in real-time, although they
do suffer from certain limitations. This paper describes the combination of bidirectional path tracing, DDGI and
ReSTIR. This rectifies the drawbacks of missing indirect reflection, darkening and missing caustics of these al-
gorithms. Ultimately, all the results of these algorithms are compared by verifying real-time rendering time and
comparing quality to reference images. The quality is evaluated by using comparions for darkening and the sim-
ilarity of the real-time rendered result to an offline path-traced result. The results of this paper demonstrate that
the algorithm presented improves upon previous algorithms in terms of quality, while still maintaining real-time
rendering constraints.
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1 INTRODUCTION
Over the past decade, ray tracing has moved from pre-
rendered media to real-time applications. While hard-
ware advances have made real-time ray tracing possible
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publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.

on consumer-grade hardware, real-time path tracing re-
mains out of reach. However, path tracing offers several
significant advantages over traditional ray tracing.

Path tracing produces more realistic images by incorpo-
rating indirect lighting and refraction without sampling
the light sources themselves. As scenes get larger, the
probability of selecting a visible light decreases, lead-
ing to darkness without any adjustment to brightness.
Path tracing, on the other hand, is unaffected by dark-
ening in larger scenes and maintains consistent illumi-
nation.
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Ideally, there would be an algorithm that supports di-
rect illumination, indirect illumination and refraction,
while still being able to run in real-time (i.e. 1/30 sec-
onds of render time per frame). This paper compares
several approaches and presents a combined algorithm
that supports both indirect illumination and refraction,
providing a solution for darkening larger scenes while
improving realism.

This paper uses terms such as ray tracing, path tracing
and bidirectional path tracing. Both path tracing and
bidirectional path tracing are implemented as described
in [PJH16] using uniform direction sampling. Ray trac-
ing is used as a short term for the algorithm presented
in [Whi80].

2 RELATED WORK
This paper discusses three main techniques: Firstly, the
bidirectional path tracer. Second, the improvements to
ray tracing by Talbot et al. [Tal05] with reservoir-based
spatio-temporal importance resampling (ReSTIR) by
Bitterli et al. [BWP+20]. And thirdly, improvements
in global illumination by McGuire et al. [MMNL17]
improved by Majercik et al. [MGNM19, MMK+21,
MMK+22] with Dynamic Diffuse Global Illumination
(DDGI). All these algorithms are the basis of the al-
gorithm discussed in this paper and are compared with
each other and the result of this paper.

ReSTIR is a relatively new algorithm developed in
2020. It is a method based on importance sampling that
uses reservoirs to speed up the sampling process. It is
based on the idea that importance sampling becomes
more accurate the closer the light distribution is to the
distribution from which samples are taken [Vea98]. The
accuracy of the light distribution match can be im-
proved by reusing information across space and time,
also known as spatio-temporal reuse. This has been
applied to bidirectional path tracing [GKDS12, Kel97,
LW98, VG95, VG97], to path guidance [DK18, Jen95,
LW95, MGN17, VKŠ+14], and to resampling strate-
gies [HKD14, KSKAC02, Tal05, VG97, KMA+15].
While resampling is a good strategy, it causes signifi-
cant overhead when implemented without an optimisa-
tion approach. For this reason, reservoir-based resam-
pling has been used, [CHA82]. Based on this, ReSTIR
was formulated by Bitterli et al. [BWP+20].

DDGI is an algorithm that improves global illumination
by adapting ray tracing with irradiance caching. Irradi-
ance caching is a method of improving illumination by
caching illumination data. It was introduced by Ward
et al. [WRC88], and has been further developed by
[A+86, Hec90]. These implementations are statically
rendered, i.e. they do not react to changing or moving
geometry in the scene. In contrast to static lighting
is dynamic lighting, which incorporates changes
in the scene. Partially dynamic approaches have

been implemented [GS12, RZD14, SL17, SSS+20,
SNRS12, SJJ12, VPG14]. DDGI by Majercik et al.
[MGNM19, MMK+21, MMK+22] further develops
these techniques based on McGuire et al. [MMNL17]
to introduce fully dynamic rendering.

This paper builds on the Vulkan API to access the
render time acceleration of graphics cards. The render-
time acceleration is achieved through acceleration
structures built by the graphics drivers themselves,
which limits the use of improved techniques such as
Multi-Level Hashed Grids [CPJ10], which can only
be easily implemented by the vendor. Also, this work
does not use any denoising or machine learning in
the actual rendering process, such as CNN-enhanced
Poisson Interpolation [ELM23], which could be used
to further improve the resulting images.

3 DARKENING PROBLEM
Contrary to expectation, some rendering algorithms
produce darker scenes when more light sources are
added. This darkening effect particularly occurs
in larger scenes where light sources are scattered
amongst obstructive geometry. Algorithms that select
a light source are prone to darkening, as they often
encounter interrupted light paths in bigger scenes,
casting shadows on objects. Larger scenes with more
light sources increase the likelihood of sampling a light
that doesn’t contribute to the scene’s brightness. This
darkening effect is addressed by ReSTIR [BWP+20],
though not explicitly defined as such in their research.
Notably, algorithms like path tracing are unaffected by
darkening since they do not directly sample light.

Basic ray tracing is impacted by darkening. It traces
rays from the camera, hitting geometry and connecting
to light-emitting surfaces to determine brightness.
While efficient for direct lighting, sampling light-
emitting surfaces becomes problematic in larger
scenes, as the probability of connecting to the relevant
light sources decreases (see Figure 1).

Reservoir-based spatio-temporal importance resam-
pling (ReSTIR) [BWP+20] addresses the darkening
issue in real-time rendering time. By prioritizing points
on light-emitting surfaces based on hit probability, it
ensures that non-contributing points are disregarded
while important ones are more likely to be selected (see
Figure 2). It also uses a step in which it disregards non
connecting paths. This results in a uniformly lit scene.

To evaluate the darkening produced by each algorithm,
two scenes are compared: one with a single Cornell box
and another with five non-intersecting Cornell boxes.
By positioning the camera to capture the same angle
in both scenes, a pixel-by-pixel brightness comparison
yields a percentage value indicating the degree of dark-
ening. Values range from 20% (no darkening counter-
measures) to 100% (completely darkening-free). Re-
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Figure 1: This illustration visualizes the darkening ef-
fect. In the first row, a single box with a light source is
lit normally since all light points are unobstructed. In
the second row, with five boxes, selecting a light from a
different box in four out of five cases results in an 80%
darker scene. Algorithms like ray tracing and bidirec-
tional path tracing are impacted since they require se-
lecting a scene light source.

Figure 2: Comparison between two seemingly identical
Cornell boxes. Both are rendered using ray tracing, but
the right one is in a scene with five other Cornell boxes,
resulting in a darker image.

sults and their implications are thoroughly analyzed in
the Results section.

4 REFRACTION PROBLEM
Refraction is the bending of light when transported
throu transparent materials. Depending on the refrac-
tive index of the material, the direction of the light ray
is changed. For this to work, the entry and exit of a
light ray must be processed. Just trying to connect two
points in space will not work, because the object with
the transparent material will be interpreted as an ob-
struction. Simple ray tracing only traces a ray from the
camera to a point, and from that point to a point on a
light-emitting surface. A transparent object will there-
fore cast a shadow. This is visualised, along with an
example of its absence, in figure 3. This requires the
light rays to be focused on a specific point. Rendering
algorithms such as path tracing have a highter amount
of paths traced from one pixel to a light source because
of refraction, resulting in caustics. Both methods are
computationally expensive, leading to a variety of algo-
rithms that trade caustics for performance.

In ray tracing, transparent materials and caustics can-
not be simulated by either ReSTIR, DDGI or a com-
bination of the two. ReSTIR only improves the sam-
pling of points on light emitting surfaces; it does not
change how rays are actually traced. As a result, hit-
ting transparent geometry will still cast a shadow. Sim-
ilarly, DDGI only adds an estimate for global illumina-

Figure 3: Both images contain a glass sphere that
should refract the light coming from the lamp above.
However, only the lower image has a visible focal point
of light, while the upper image is completely dark be-
low the sphere. The glass sphere ideally bends the light
coming from the lamp and focuses it on the ground, cre-
ating caustics. The upper image is rendered using ray
tracing, which does not simulate refraction, resulting in
the dark shadow below the sphere. The lower image is
rendered using bidirectional path tracing (without the
constraints of real-time) and shows the light being fo-
cused by simulated refraction, creating a bright spot be-
low the sphere.

tion. It also does not change the way rays are traced, so
transparent materials will still cast shadows. But these
shadows are less dark, thanks to the global illumination
estimate. There are still no caustics at the focal points.

Both path tracing and bidirectional path tracing support
transparency and refraction, and thus simulate caustics.
Their main problem is that they do not run in real-time
for good quality, even on dedicated hardware. The ideal
would be to combine the speed of ReSTIR and DDGI
with the quality of (bidirectional) path tracing. This
would ideally preserve their speed while providing re-
sults such as caustics.

5 COMBINING DIFFRENT ALGO-
RITHMS

As discussed earlier, ReSTIR, DDGI and bidirectional
path tracing all have specific advantages. ReSTIR im-
proves the sampling of points on light emitting sur-
faces, resulting in improved light levels in larger scenes.
DDGI provides a way to simulate global illumination

ISSN 2464-4617 (print) 
ISSN 2464-4625 (online)

Computer Science Research Notes - CSRN 3401 
http://www.wscg.eu WSCG 2024 Proceedings

79https://www.doi.org/10.24132/CSRN.3401.9



Figure 4: These are all the algorithms discussed in this
paper and how they relate to each other. Two algo-
rithms that point to a third show that they are combined
into that algorithm. DDGI is from [MGNM19], Re-
STIR is from [BWP+20] and the combination of the
two is from [MMK+22]. Parts marked "own" with a
blue background are new ideas from this paper.

without the performance penalty of path tracing. Bidi-
rectional path tracing itself is a high quality, reliable
algorithm that balances accuracy with speed. There are
several ways to combine these algorithms. This paper
is mainly concerned with the combination of all three
algorithms, but also discusses their predictors. The re-
lationship between the different algorithms can be seen
in the figure 4.

ReSTIR improves ray tracing by preventing darkening
(see section 3). This is done by introducing a sampling
bias into the sampling of points on light emitting sur-
faces, giving each possible starting point for a ray a
weight. DDGI adds the ability to estimate indirect light-
ing by building on top of ray tracing. It collects differ-
ent light information by simply tracing rays, as is done
when generating the actual image. Comparing the two,
it can be seen that ReSTIR changes the start of the ray
tracing operation, while DDGI changes the end. This
allows them to be combined, which has already been
done by Majercik et al. [MMK+22] As a result, DDGI,
which previously suffered from darkening, now has a
way to mitigate this.

Bidirectional path tracing is very similar to ray trac-
ing. Both sample a point on a light-emitting surface,
and both trace initial rays from the camera. As a result,
both suffer from similar problems. Bidirectional path
tracing, like ray tracing, has a problem with darkening.
However, this is the result of using the same sampling
algorithm for both algorithms. This makes it possible
to use ReSTIR sampling in bidirectional path tracing,
which reduces darkening. However, this adds noise to
the image due to the still high processing cost, but in-
herits the ability to simulate transparency.

Finally, DDGI’s Global Illumination Estimation can be
added. DDGI’s Global Illumination Estimation calcu-
lates an estimate based on ray tracing information pre-
viously collected by probes. These probes can then be
used to calculate a specific background light level at any
point in space. This is used in DDGI at the point where
the traced ray hits the geometry, and the estimate is col-
lected at the hit point. The estimate and the result of the
ray tracing operation are added together to produce the
final result. Because it is based on ray tracing, it inher-
its limitations when it comes to transparency. Interest-
ingly, ray tracing in DDGI can be replaced by bidirec-
tional path tracing because it does not modify the ray
itself. The only exception is the addition of the esti-
mate.
Bidirectional path tracing starts from both a point on a
light-emitting surface and a vision ray. Because the ray
of sight is always the same for the same pixel, it can be
reused, reducing the amount of computation required.
The results of this ray are averaged. Coincidentally,
the first hit of the vision ray is also the point at which
DDGI injects its estimate. As a result, the estimate can
simply be added to the result of the bidirectional path
tracer at the first hit point of the vision ray. Adding
the estimation adds more colour data to the overall im-
age, smoothing out noise while preserving transparency
and refraction. Adding ReSTIR also gives it the abil-
ity to mitigate darkening through improved sampling
of points on light-emitting surfaces.
This combination of all three algorithms - bidirectional
path tracing as the base, ReSTIR as an improved sam-
pling of points on light emitting surfaces, and DDGI
as an additional estimation of global illumination - is
the central algorithm of this paper. The combination
can be expressed as L = LDDGI +LBPT (PReST IR). L de-
scribes the illumination, where LDDGI describes the illu-
mination given by the DDGI estimates. PReST IR are the
points on light emitting surfaces selected by ReSTIR
and used by LBPT as points from which to trace light
rays. LBPT stands for Bidirectional path tracing and re-
sults in a light value. Both light values are then added
together for the final result, the same way DDGI han-
dles the combination of direct illumination by ReSTIR
and its own illumination estimation. This can lead to
certain radiance contributens being accounted for mul-
tiple times, reasulting in a brighter image. The combi-
nation of all three algorithms still is an improvement in
real-time rendering, as it is comparable to regular ray
tracing in terms of performance, while providing caus-
tics with reduced darkening and noise compared to pure
bidirectional path tracing. A better breakdown of the
results can be found in the next section.

6 RESULTS
The results are compared in four categories. Firstly,
rendering times are discussed. These are the baseline
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to put all algorithms on an equal footing in the com-
parison by configuring them to be at least 30 FPS fast.
Next, we discuss the darkening of the different algo-
rithms. It shows which algorithms suffer more from
darkening than others. The actual quality is then com-
pared by comparing each image with a reference image
from the same camera position and angle. The calcula-
tion compares each pixel on how different it is from the
offline rendered reference. This results in values that
can be compared across algorithms. Finally, some of
the missing details are shown by providing images of
certain details of the scene.
Rendering time is a critical test case for real-time ren-
dering. Speeds of 30 or even 60 FPS are desirable.
Therefore there is only a time window of 33.3 to 16.6
milliseconds for each frame. Figure 5 shows the ren-
dering times. It shows lines for each algorithm and its
rendering time per scene. Marker lines are also inserted
to show the 30 and 60 FPS markers.

Figure 5: All algorithms and scenes and their respective
render times. The two dotted lines also show the render
time limits for 30 and 60 FPS.

Rendering algorithms have a number of parameters that
represent a trade-off between performance and quality.
Real-time rendering is constrained in terms of perfor-
mance by the 30 FPS minimum. Consequently, the
parameters of the algorithms have been chosen so that
they do not fall below this minimum. This makes the
algorithms comparable, as no algorithm can take ad-

vantage of excessive rendering times. Each algorithm
has to meet the requirement to run in real-time. It is
interesting to note that the most demanding scenes are
the Cornell box with the light sphere, the maze and the
white room. However, it is worth noting that some al-
gorithms are better suited to certain scenes than others.

Darkening is the next problem to be discussed. As
noted in section 3, scenes with more obstructed light-
emitting surfaces are darker for some algorithms. The
one and five Cornell box test is used to visualise this.
This test is an original work of this paper. It tests dark-
ening by comparing an image rendered in a scene with
a single Cornell box with an image generated in a scene
with five Cornell boxes. A correct result is an iden-
tical image or images with the same brightness when
rendered with the same renderer. Both images are com-
pared based on the average brightness preserved from
the single to the five Cornell boxes as a relative value,
as shown in figure 2. The brightness is calculated pixel
by pixel by dividing the pixel brightness of the five Cor-
nell box scene image by the pixel brightness of the sin-
gle Cornell box scene image. All resulting values are
averaged to give a value between [0,1]. Pixels where
the brightness of the single Cornell box scene image is
zero are ignored due to division by zero. A value of
100% means identical brightness, while a value of 20%
would mean a reduction in brightness of 80%. 100%
is ideal, i.e. no darkening. The calculated results are
shown in the figure 6.

Figure 6: Brightness is maintained when comparing
the rendering result between a single and five Cornell
boxes. 100% is optimal, while in this case 20% is the
worst case.

Both ray tracing and bidirectional path tracing have a
darkening problem, whereas path tracing does not. This
is because both ray tracing and bidirectional path trac-
ing use a step where a light is sampled, whereas path
tracing does not. If the scene contains multiple light-
emitting surfaces, it becomes more likely that a sam-
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pled light will be obstructed, affecting the hit point of
the vision ray, a problem that cannot be solved by in-
creasing the number of samples taken because the prob-
ability, and hence the distribution of the resulting hits,
does not change. path tracing, on the other hand, works
perfectly because it does not have to worry about sam-
pling points on light-emitting surfaces. It follows the
ray until it hits a light-emitting surface or a specified
maximum depth at which the ray stops. As a result, it
is not influenced by other light-emitting surfaces in the
scene. The results are identical because the rays hit the
same geometry.
Of the other algorithms, only pure DDGI has a darken-
ing problem. ReSTIR is a ray tracing algorithm with
resolved darkening, so it is expected to have almost no
darkening. As a result, all algorithms that use ReSTIR
also have very low levels of darkening. It is important
to note that as more algorithms are combined, the dark-
ening increases slightly. The DDGI ReSTIR path tracer
does not have as extreme a darkening as pure ray trac-
ing, but it is still noticeable at around 10% in reduced
image brightness. This concludes the darkening com-
parisons.
The quality is compared with reference images. A
bidirectional path tracer without real-time rendering
constraints is used to generate the reference images.
The comparison between the result and the reference
is made using the mean squre error method. The higher
the value, the worse the resulting overall difference.

Figure 7: This figure compares the simple ray tracer,
the regular path tracer and the bidirectional path tracer
with mean square error. It can be seen that the ray tracer
is the best of the three renderers in all cases. And the
path tracer is worse than the bidirectional path tracer in
almost all cases, which is to be expected.

The first comparison is made between the ray tracer,
simple and bidirectional path tracers in the figure 7,
which is done to show an example where the bidirec-
tional path tracer has a higher quality than the simple

path tracer in most cases. The improvement of the bidi-
rectional path tracer is expected because the algorithm
is faster than the regular path tracer, which means it can
give a better result in real-time, which is the case in
every scene except the Cornell Box big light. The im-
mense size of the light-emitting surface favours simple
path tracing. On the other hand, while the improvement
in all the other scenes is quite significant, the difference
in the Labyrinth scene is as good as the raytracer’s re-
sults. The ray tracer, which is faster than both path trac-
ers, can achieve better results than both because of the
speed improvement. The simplification of the traced
path results in a speed improvement because the path
contains only one bounce. These three compared al-
gorithms are just to show that the comparison method
works. It shows the expected results by showing that
the bidirectional path tracer has a higher quality than
the regular path tracer.

Figure 8: Comparison of the basic raytracer with Re-
STIR and the bidirectional path tracer combined with
ReSTIR, called the ReSTIR path tracer. It can be seen
that the raytracer is better than the other two algorithms,
while the other two are better or worse than each other
depending on the scene.

The ray tracer, ReSTIR and the ReSTIR path tracer
are compared with the chart in figure 8. The simple
ray tracer beats the other algorithms in terms of qual-
ity, sometimes by a small margin, as in the case of the
empty Cornell Box scene, or by a large margin, as in
the case of the Cornell Box scene with large lights. The
other two algorithms alternate in quality. As always,
the Maze scene is the standout, with ReSTIR looking
the worst by a wide margin. To sum up, the basic ray-
tracer has the highest quality of the three algorithms
when only looking at this statistic. If you take into ac-
count the darkening seen in the previous section, you
can make an argument for the ReSTIR raytracer. It has
almost no darkening, like standard ReSTIR, but has bet-
ter quality in half the cases, but never really worse com-
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pared to ReSTIR. The basic raytracer has a darkening
problem, which makes it generally worse. But more
algorithms can be compared.

Figure 9: The comparative results for the ReSTIR and
DDGI renderers and their combination. It is interesting
to note that some of these algorithms alternate in quality
depending on the scene. The quality changes with the
scenes, but the overall quality is similar.

Next is a comparison between ReSTIR, DDGI and Re-
STIR with DDGI, as shown in the figure 9. It depends
very much on the scene to say which algorithm is the
best and which is the worst. For example, the ReSTIR
algorithm is the best for the empty Cornell box scene,
but the worst for the maze scene. DDGI is the worst for
the empty Cornell Box scene, but the best for the maze,
by an impressively wide margin. You would expect Re-
STIR and DDGI together to be in the middle, but in half
of the scenes it is the worst algorithm. Sometimes this is
a small margin, as in the Cornell Box scene, but other
times it is a significant margin, as in the Cornell Box
big light. The result is a heterogeneous mix in which
no algorithm is truly the best.
In the final comparison, DDGI, DDGI with ReSTIR and
the bidirectional path tracer with DDGI and ReSTIR are
discussed. The results are shown in Figure 10. DDGI
and DDGI with ReSTIR are either very similar, with
DDGI being slightly worse in some cases, or DDGI is
massively better. While this is interesting, the critical
part is the DDGI ReSTIR path tracer, which is the best
algorithm in half of the scenes, and the worst by a small
margin in two scenes.
Figure 11 is included to show the full comparison be-
tween all algorithms. It shows all the algorithms side by
side, with the final algorithm of this paper, the DDGI
ReSTIR raytracer, being one of the better algorithms,
being the best in two cases and otherwise having a low
error value. The ray tracer and DDGI are both better in
some cases, but have a darkening problem which makes
them generally worse. In conclusion, the results show

Figure 10: All three different DDGI-based algorithms
were compared. The DDGI ReSTIR path tracer is an
original algorithm that combines DDGI, ReSTIR and
bidirectional path tracing. It is one of the best algo-
rithms in this comparison for most scenes.

that the combination of the bidirectional raytracer with
DDGI and ReSTIR gives the best overall quality.

Figure 11: All quality comparison results are shown in
the figure.

Some details are not quantified in this paper, but should
be shown for completeness, mainly concerning caus-
tics, for which the scene Cornell Box glass is used. The
light is concentrated at the bottom, resulting in a bright
spot. A visual comparison between different algorithms
can be seen in figure 12. The images were denoised
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with the Intel ODIN denoiser, as were the other im-
ages in this paper. The visual comparison focuses on
the Cornell Box Glass scene and shows both the indi-
rect illumination and the caustics for comparison.

The reference image is bright but casts dark shadows.
Especially the ceiling and under the glass sphere are
very dark. There are also caustics on the floor, resulting
in a bright spot. These caustics are not visible in the
next two renderers, the raytracer and the DDGI with
ReSTIR. Both render dark shadows. But because of
its focus on global illumination, DDGI with ReSTIR
has a non-black ceiling. It is slightly brighter than the
reference and has similar color values. Finally, the final
result of this paper, the DDGI ReSTIR path tracer, has
caustics. It has a slight but noticeable bright spot on the
floor. The ceiling is also illuminated, but brighter than
in the other images. As a result of the visual inspection,
the solution of this paper still needs improvement, but it
produces good results. It shows potential in the area of
caustics and global illumination, but is noisy in its raw
form. This noise is present on both the ceiling and the
floor.

7 CONCLUSION
In conclusion, this paper presents a novel algorithm us-
able in real-time rendering that simulates both indirect
illumination and refraction. This algorithm is a combi-
nation of three algorithms: Bidirectional path tracing,
DDGI and ReSTIR. All of these algorithms have their
advantages and disadvantages, and thus their combina-
tion rectifies these to some extent. They have been com-
pared in both quality and speed to see their advantages
and disadvantages. But this paper also showed that the
new algorithm of this paper is the best overall algorithm
when compared in quality and details like caustics.

While the results of this new algorithm improve on its
predecessors, it also inherits their limitations. The use
of bidirectional path tracing in real-time rendering has
always resulted in noisy results. This algorithm is no
exception, even if the noise is reduced by the other al-
gorithms. While ReSTIR solves the darkening problem,
there is still some darkening when combined with other
algorithms, not much, but still measurable. DDGI is an
approximation algorithm, and as such does not give cor-
rect results, but better results than the other algorithms
discussed in this paper, which also affects the final al-
gorithm.

These algorithms mostly rely on bidirectional path trac-
ing to do the heavy lifting of the algorithm. As a result,
the rendering result is noisy. While DDGI compensates
for this to some extent, highlights such as caustics are
particularly noisy, leaving room for optimization.

Neural denoising and neural sampling Neural de-
noising and neural sampling were developed after the

advent of deep learning. Both have been applied to real-
time rendering applications [HMS+20]. These denois-
ing and sampling techniques could improve the results
by removing noise or improving ReSTIR based sam-
pling.

Caching of paths The algorithm described in this paper
is based on bidirectional path tracing. As such, mul-
tiple paths are constructed through the scene. These
paths could be reused in later frames to improve ren-
dering quality, which has been done based on ReSTIR
with regular path tracing [OLK+21]. The application of
ReSTIR-based reuse in world space [Boi21] could also
be applied to this algorithm for further improvement.
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