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ABSTRACT 
This paper presents a motion generation technique for arbitrary morphologies with the user defined 
correspondences between joints. Users can define the controlling part in the source character and the part to be 
controlled in the target character in our system. To remove the restriction in the morphology of the target 
character, we use the pair of example posture sets. In our system, in order to provide the correspondence 
regardless of the number of joints, the deformed part in the target character is simplified into the direction vector. 
The final postures are then generated with the weighted sum of the examples. Our experimental results 
demonstrate that our approach can generate motions for various target characters and can control the user 
defined joints. Exploiting this correspondence between joints, our system can reflect the intention of animators 
efficiently and reduce their manual efforts. 
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1. INTRODUCTION 
Motion capture technology has been used in movies 
and animations for long time. Many motion 
retargeting algorithms have been developed to apply 
the motions to 3D virtual characters. Most of the 
retargeting researches can generate target characters 
which have the same structure as the source character 
but different only in the segment lengths [Gle98, 
SLSG01]. Recently, there has been growing interest 
in the motion generation research which supports 
different skeletal structures between the source and 
target characters. Kulpa et al. [KMA05] proposed a 
method that can apply motions without limitation in 
the number of bones by defining a new human 
skeletal structure using the links between the joints 
of the body. To remove the restriction in the 
morphology, there have been two kinds of 
approaches. One is an illustrative way that creates the 

motion data expressed in novel contexts [HRE+08], 
and the other way is the example based approach 
[PS04].  
The example based methods usually generate the 
final postures through the weighted sum of the given 
set of examples [PS04, LLC+07]. Park and Shin 
[PS04] presented Motion cloning method. It uses the 
pair of examples where source and target characters 
are related one by one. They compute the weights for 
the source character examples which have the 
identical structure to the input character. Then they 
generate the motion of target character by applying 
weights for the corresponding pairs. So this method 
does not have any limitation in morphologies of the 
targets. But they need an additional pair of examples 
for the whole body even if users want to create a 
posture for only some part of the character. This may 
result in the motions which the users did not expect. 
This paper uses the pair of examples because our 
system is based on Motion cloning technique to set 
the target character’s morphologies without 
limitation in the number of bones. But our system 
enables the users to control parts of the character 
freely with existing examples. We aimed to reflect 
the intention of the animator without additional 
manual efforts. 
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this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
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otherwise, or republish, to post on servers or to 
redistribute to lists, requires prior specific permission 
and/or a fee. 
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2. Overview   
Motion generation system 
Figure 1 illustrates our system. Our motion 
generation system is similar to the motion synthesis 
process in the motion cloning method. But we 
developed the process for the user defined 
correspondence between joints. The system generates 
the posture of the target character corresponding to 
the input posture per frame in real-time. It is 
generated by the weighted sum of example postures.  
The example postures are prepared in the 
preprocessing stage. Let s

iP and t
iP  ( 1 examplei n≤ ≤ ) 

denote the set of source example postures and that of 
their corresponding target example postures, 
where i is the index of the examples and examplen is the 
number of pairs. 
The input data are the posture in each frame of the 
given motion and the joint indices defined by the 
user. The system calculates two sets of weights, one 
is for the user defined joints and the other one is for 
the remaining joints. Then we blend the postures t

iP  
using those weights, and finally make an output 
through the post-processing. 

User defined correspondence between 
joints 
The user can define the controlling part in the source 
character and the part to be controlled in the target 
character. Figure 2 illustrates the example of 
correspondence between joints. ss and se denote the 
starting and the end point of the controlling part. ts, te 
denote the starting and the end point to be controlled. 

Those points are expressed by joint indices. 
Corresponding target joints can be controlled by the 
input motion. So the system generates both the whole 
postures and the controlled part of the target 
character at the same time. 

3.  Motion synthesis  
Linearization of the Postures 
A posture can be denoted by 

int1 2( , , ,..., )
jo

T
nP p q q q= where 3p∈ is the position 

and 3q∈S is the orientation of each joint. Because of 
the non-linearity of the unit quaternion space, it is 
hard to calculate the weights which are used to blend 
the examples. So we used posture linearization 
process [PSS02, PS04]. All the orientations are 
converted into their corresponding displacement 
vectors using the logarithm map and they can be 
recovered using the exponential map. So the final 
linearized posture can be represented by 

int2
ˆ (0,0, ,..., )

jo

T
nP v v= , int(1 )joj n≤ ≤  where j is the 

joint index and intjon is the total number of joints. 

Weight computation for the remaining 
joints 
In this process, the system computes the weight for 
the remaining joints excluding the user defined joints. 
The posture of the remaining joints are determined 
by the weight g

iw of s
iP , so that s

iP matches inputP as 
much as possible. In the following equation, 
ˆ inputP and ˆ s

iP are linearized input posture and the 
example postures respectively. 

1

ˆ ˆ
examplen

input g s
i i

i
P w P

=

= ∑ ,  (1) 

We used damped least square method to solve this 
linear system for g

iw .  

Then the weights are applied to the corresponding 
example postures to generate the final target 
character posture. 

Weight computation for the user defined 
joints 
In this process, the system computes the weight p

iw  
for the corresponded joints ts ≤ j ≤ te. The motion 
cloning method [PS04] needs to be provided with the 
new example postures of the whole joints when the 
user wants to make the new correspondence between 
joints. But our system only needs the existing 
examples using direction vectors between the joints. 
The direction vector removes the restriction in the 
number of joints and simplifies the high degree of 
freedom [KMA05]. So we can make the postures 
without additional examples. 

Figure 2. The example of user defined 
correspondence between joints 

Figure 1. Overview of the motion generation 
system 
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We calculate the direction vector s  toward the joint 
se from the joint ss of the input posture inputP . The 
system uses the vector it  toward the joint te from the 
joint ts of the example postures t

iP  of the target 
character. The system restores the s  direction with 
blending it  using weights p

iw . This process can be 
expressed as follows: 

 
1

examplen
p
i i

i
s w t

=

= ∑ .   (2) 

The weights p
iw are calculated by solving the linear 

system. The linear system for calculating weights is 
expressed as follows:  

1
,1 ,2 ,

2
,1 ,2 ,

,1 ,2 ,

example

example

example
example

p

x x x n p x

y y y n y

p zz z z n
n

wt t t s
w

t t t s
st t t w

⎡ ⎤⎡ ⎤ ⎡ ⎤⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ = ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎣ ⎦⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦

.   (3) 

The rows of the matrix on the left hand side represent 
x, y, z values of it , and columns are examples. We 
adopt the damped least square method to solve this 
linear system. This method generates the shape of the 
target character according to the source character 
motions. With the examples and the directional 
vector, plausible postures can be generated even if 
the numbers of bones are different. 

Posture blending and post-processing 
The system finally generates the target character’s 
posture outputP  with applying g

iw and p
iw  to t

iP . The 

example posture t
iP is linearized to ˆ t

iP  and the 
weights are applied as follows: 

1

ˆ ˆ
examplen

output t
i i

i
P w P

=

= ∑ .  (4) 

In the above equation, wi is determined by the 
following rule: 

,p
i s e

i g
i

w if t j t
w

w otherwise

⎧ ⎫≤ ≤⎪ ⎪= ⎨ ⎬
⎪ ⎪⎩ ⎭

 . (5) 

Figure 3. The weight computation for 
defined joints 

 (a) 

Figure 4. Elephant and bowling pin: 
(a) The correspondence between joints (b) The 

results of our method 

 (b) 
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In the post-processing step, root position of the target 
character is constructed by scaling the trajectory of 
the input motion and adapting to the target character. 

4.  EXPERIMENTAL RESULTS 
The examples in this paper were computed on a 
1.86GHz Intel Core2Duo CPU, with 2GB RAM and 
nVIDIA geForce 8800GTS graphics card. We used 
the source character which has human-like structures 
with 26 bones. Figure 4 shows the results after 
generating the elephant and the bowling pin’s 
locomotion. The elephant has 36 bones and different 
articulated structure from the source character. In the 
result (a), the user corresponds the right arm to the 
elephant’s nose. With 11 pairs of examples, the 
elephant locomotion and nose poses were generated. 
Bowling pin has 14 bones and also different 
articulated structure from the source character. The 
user corresponds the left arm from elbow to finger to 
the bowling pin from neck to head. It used 15 pairs 
of examples. Figure 5 shows the result of rabbit 
example with two corresponding parts. 

5. CONCLUSION  
In this article, we have presented a motion generation 
technique for arbitrary skeletal structures with the 
user defined correspondences between joints. By 
simplifying the controlled part to the direction vector, 
the system can generate the motion without 
additional examples and does not restrict the number 
of bones. So it can reduce the animator’s manual 
efforts. Exploiting this correspondence between 
joints, our system can generate the part of the posture 

according to the intention of the animator, which is 
hard to generate previously.  
If the existing examples don’t have enough 
movements, the generated part may not meet the 
user’s intention. We are planning to solve this 
problem as future research. The interactivity of our 
system and no limitation in the structure of target 
character could be applied to many other applications 
such as games or interactive art works. 
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 (a)  (b) 
Figure 5. Rabbit: (a) The correspondence 

between joints (b) The results of our method 

WSCG2009 Poster papers 42 ISBN 978-80-86943-95-4


	E59-full.pdf

